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ABSTRACT

Emerging applications such as video transcoding and graph algorithms have seen fast development and broad adoption recently. It is crucial to improve the performance of these emerging applications for cost-efficiency and scalability. This thesis focuses on video transcoding and graph algorithms and uses software-hardware co-design to optimize their execution.

Video transcoding is rapidly growing as the demand for online streaming services continues to strive, and understanding the hardware bottleneck in performing video transcoding is the stepping stone to develop dedicated hardware for it.

Graph data structure is widely used in modeling complicated relationships between entities. Algorithms and applications that utilize the expressiveness of graphs are rapidly evolving and employed in various domains like social networks, chemistry, biology, and physics. With the expanding family of graph algorithms and the exploding size of real-world graphs, it is hard for hardware to keep up with the ever-growing demand for processing power for graph algorithms. To make the issue worse, the irregular memory access pattern in graph algorithms makes it hard to fully utilize traditional hardware like CPUs and GPUs.

In this thesis, I propose software and hardware co-design to improve the performance of emerging applications. At a high level, I first present hardware characterization that reveals the hardware bottlenecks with the change in software parameters. Then I benchmark the performance of the most popular graph sparsification algorithms on their performance in preserving graph properties. Finally, I propose a power-efficient accelerator supporting multiple dataflows for Graph Convolutional Networks.

Specifically, first, I perform CPU characterization on video transcoding, revealing the hardware bottlenecks (e.g. frontend, backend, branch misprediction, stalls) and how they shift with software parameters. Second, I use graph sparsification to tackle the exploding size of real-world graphs. I conduct a comprehensive benchmark on 12 graph sparsification algorithms, exploring their performance in preserving 16 essential graph properties on 14 real-world graphs, and give insights into how to choose the appropriate sparsification method for different down-stream tasks. Last, I present PEDAL, a power-efficient Graph Convolutional Network (GCN) accelerator designed to support multiple dataflows, achieving both high execution efficiency and flexibility.
CHAPTER 1

Introduction

1.1 Emerging Applications

An emerging application is an application that is new or has gained increasing attention in recent years. The hardware characteristics of emerging applications are often not well understood, and the execution is under-optimized. As they get more heavily deployed in life, it is increasingly important to optimize them for execution efficiency and enable them to scale further in the future. In this thesis, I will focus on video transcoding and graph algorithms as representative emerging applications.

1.2 Video Transcoding

Video transcoding decodes videos from the source format and encodes them to the desired format for distribution. The demand for online video streaming has rapidly increased in recent years, and it costs streaming providers billions of dollars to transcode these videos [7]. Understanding the hardware bottleneck with different transcoding setups can guide the development of dedicated hardware for transcoding, or better schedule different transcoding tasks to the appropriate hardware, potentially saving both transcoding time and hardware cost.
1.3 Graph Data Structure and Application

A graph is a data structure that models entity relationships using vertices and edges. The flexibility and expressiveness make graphs an ideal tool for representing complex relationships. For example, a graph can be used to describe a social network [64], where each vertex represents a user, and an edge between vertices represents interactions between users. More information can be embedded into a graph by assigning types to vertices and edges (Heterogeneous graphs [157, 142]) and associating each vertex and edge an embedding that includes extra information beyond the graph structure [149, 42, 69]. In the social network example, the graph can be made heterogeneous. Different vertex types can represent a company account or a personal account. Different edge types can represent various interactions like messaging, friending, following, etc. A vertex embedding can include extra information like the age and gender of a user.

Graphs are used in many algorithms and applications due to the expressiveness of graph data structure. Citation networks [111] and road networks [119] are similar to the social networks mentioned above, on which centrality-based algorithms like betweenness centrality can extract important vertices from the graph, and distance-based algorithms like All-Pair-Shorted-Path (APSP) and Dijkstra’s algorithm [55] can find the shortest path between any two vertices. Page Rank [113] is another essential algorithm applied on web graphs to find highly relevant pages to keywords, which is the backbone of today’s search engine. Graphs are also used in scientific computing; for example, chemical and biological networks are used to model protein structures [80, 79], and graph neural networks are used in practical physics to model their interactions [129]. Graph Neural Networks (GNNs) are an emerging application that builds neural networks that take graphs as input [85] and learn from the graph structure and embeddings to make predictions for vertices, edges, and graphs.
1.4 Motivation

To improve the performance of emerging applications like video transcoding and graph algorithms, one must understand the bottleneck first and then combine software and hardware solutions to achieve the best results. There are multiple obstacles to running graph algorithms and applications efficiently. One obstacle is the irregular memory access in the graph data structure, which makes retrieving data from memory a bottleneck. Another obstacle is the size of real-world graphs, which can be very large and require a lot of hardware resources and time to process.

The way graphs are accessed usually requires retrieving data from non-continuous regions in the memory, which makes it hard for caches to capture locality. This inherent irregular memory access leads to the under-utilization of computing resources because it’s constantly blocked by data retrieval [34].

The real-world graph datasets often consist of billions of vertices and trillions of edges, making it hard for hardware to host the large amount of data. The overflowed data needs to travel down the memory hierarchy and be spilled to the main memory or even disks. This, together with the irregular memory access pattern, makes retrieving data even slower, leaving the computing resources even more underutilized.

These problems motivate the need for dedicated software and hardware solutions to speed up graph algorithms and applications. The efficient execution of graph algorithms is crucial to expand them to large-scale graphs and achieve lower latency.

1.5 Dissertation Contribution and Organization

The goal of this dissertation is to address the aforementioned problems both from the software angle and the hardware angle. At a high level, the contributions in this dissertation include CPU characterization of video transcoding, benchmarking of graph sparsification algorithms, and hardware Graph Convolutional Network accelerator. More specifically, the individual
contributions of each of the works are detailed below.

- **CPU characterization on video transcoding (Chapter 3).** Characterizing hardware with changing software parameters helps understand where the hardware bottleneck is and facilitates future modification to the hardware. This work characterizes CPU when performing video transcoding with FFmpeg [1]. Although not directly related to graphs, this work reveals the bottleneck shifts between the CPU frontend and backend with the change of FFmpeg parameters and presets. The work focuses on two most important parameters: `crf` and `refs`, which control the transcoding rates and number of reference frames. This work found that increasing `crf` and `refs` will shift the bottleneck from the frontend to the backend, and the roofline model can explain the observation using operational intensity. The work also applied Graphite [117] and AutoFDO [46] and achieved an average speedup of 4.66%, and without change to the hardware, achieved 3.72% speedup by applying a custom scheduler with the understanding of hardware characterization. Understanding how software choices can change the bottleneck in hardware is helpful in the following and future works.

- **Demystifying graph sparsification (Chapter 4).** Graph sparsification is a general approach to reduce the amount of work in graph algorithms. I make the observation that most real-world graphs contain redundant information that contributes little to the final results. Pruning out a large portion of the graph will not significantly impact the quality of downstream tasks. However, different graph algorithms and applications depend on different graph properties, and the choice of sparsification algorithms is essential in preserving these graph properties. This work is the first to perform comprehensive benchmarking to reveal the relationship between sparsification algorithms and their perseverance on graph properties. This work evaluated 12 graph sparsification algorithms and analyzed 16 essential graph metrics on 14 real-world graphs with diverse characteristics, collecting more than 30,000 data points and providing
insights into choosing the appropriate sparsification algorithm for the corresponding graph properties. The work also open-sourced the easily extendable framework to add more graph properties and sparsification algorithms for future research.

- **GCN accelerator (Chapter 5).** Graph Convolutional Network (GCN) is a type of Neural Network that takes graphs as input and learns from the graph structure and embeddings to predict vertices, edges, and graph properties. Due to graphs’ inherent irregular memory access, GCNs often suffer from low execution efficiency. There are two phases called aggregation and combination in GCNs. The way of performing aggregation and the order of executing the two phases form multiple dataflows to perform GCN execution. Existing accelerators for GCN only support one dataflow when executing GCNs, which only achieves optimal efficiency with certain aggregation functions and input graphs. This work proposes a hardware accelerator that supports three different dataflows, accommodating linear and non-linear aggregation functions, small and large graphs, and sparse and dense vertices embeddings. It achieves $144.5\times$, $9.36\times$, and $2.55\times$ speedup compared to CPU, GPU, and HyGCN, respectively, and $8856\times$, $1606\times$, $8.4\times$ and $1.78\times$ better power efficiency compared to CPU, GPU, HyGCN, and EnGN respectively. I also trained a decision tree with 400 synthetic datasets to automatically and accurately choose the best dataflow for a GCN algorithm and input graph. The decision tree chooses the best dataflow with 90% accuracy.

### 1.6 Impact Statement

The current and future impact of this dissertation work is summarized below.

- **CPU characterization on video transcoding.** This work reveals how software parameter choices will affect the hardware bottleneck. The characteristics learned can be used to guide the design of hardware accordingly to address the software needs. The work demonstrated some simple utilization of the hardware characteristics by applying
Graphite, AutoFDO, and a custom scheduler to achieve better performance. This work is included in the 2020 IEEE International Symposium on Workload Characterization.

- **Demystifying graph sparsification.** This work covers the most popular sparsification algorithms and evaluates their performance on the most widely-used graph metrics, then makes a comprehensive comparison and provides insights into how to select the best sparsification algorithm for the downstream tasks. This work also created a framework for evaluating sparsification algorithms. The framework is open-sourced and easily extendable, which facilitates future research expanding to more sparsification algorithms and graph metrics. The work is included in the 2024 International Conference on Very Large Data Bases.

- **GCN accelerator.** Prior accelerator only supports certain dataflow when executing GCNs, which either sacrifice efficiency or flexibility. This work is the first to propose a hardware accelerator that supports three different dataflows and automatically selects the best one corresponding to the aggregation function and the input graph characteristics. Besides, due to the design using much fewer processing elements, it achieves better power efficiency while still having comparable performance. This work is included in the 2023 Design, Automation and Test in Europe Conference and is nominated for the best paper award.
CHAPTER 2

Background

2.1 Video Transcoding

Video streaming is responsible for 82% of the Internet traffic in 2022 [4]. Video streaming service providers like YouTube and Netflix need to perform video transcoding before streaming the videos. Video transcoding is the process of decoding an encoded video into raw frames and re-encoding the frames into a video using the specified encoding format, frame size, frame rate, bit rate, etc. This accommodates end-users on various terminal devices with different network conditions and demands different video qualities. Video transcoding often has a wide range of requirements for the target video format, with various trade-offs between the transcoding time and transcoded video quality. These discrepancies stress the hardware in different ways and thus can have different bottlenecks in hardware.

2.2 Graph

A graph is a data structure consisting of vertices (also called nodes) and edges; the vertices usually represent entities, and the edges usually represent the relationship between entities. The edges can be both directed or undirected and weighted or unweighted. To define a graph formally: \( G = (V, E, w) \), where \( V \) and \( E \) denotes the set of vertices and edges in \( G \) respectively, and \( w \) denotes the weights of the edges. In a directed graph, each edge has a source and a destination vertex, while an undirected graph implies a bidirectional relationship.
In an unweighted graph, all edges have a default weight of 1. An adjacency matrix is used to represent a graph, denoted by $A$, with the entries in $A$ defined as:

$$A_{ij} = \begin{cases} \ w_{i \rightarrow j} \quad & \text{if } e_{ij} \in E, \\ 0 \quad & \text{otherwise}. \end{cases}$$

### 2.2.1 Graph Properties

Graph properties (also called metrics) are used to describe the graph in specific ways. For example, the degree distribution of a graph describes how skewed the distribution of the number of neighbors (a.k.a degree) in a graph is; graph diameter describes the furthermost distance between two vertices in a graph. These graph properties are utilized in graph algorithms and applications to extract information from the graph. For example, degree distribution may be used to distinguish a social network from a road network, as a social network is likely more skewed than a road network; graph diameter may be more related to distance-related algorithms like All Pair Shortest Path (APSP) and Single Source Shortest Path (SSSP). In this thesis, the essential graph properties are included and grouped into five groups. These graph properties are summarized as follows, and a more detailed description can be found in Chapter 4.1.2.

**Basic Metrics** describes the high-level information of a graph. *Degree Distribution* describes the skewness of edge distribution in a graph. *Laplacian Quadratic Form* is a fundamental quantity in graph theory [39], and it facilitates the analysis of various graph properties, including connectivity and spectral characteristics [32].

**Distance Metrics** describes the distance-related information of a graph. *All Pairs Shortest Path (APSP)* measures the minimum distance between any pair of vertices. Distance captures the proximity between two vertices. The *Diameter* of a graph is the maximum distance between any pair of vertices. *Vertex Eccentricity* is the length of the longest shortest
path from a source vertex $s$ to all other vertices. The minimum eccentricity is the graph **radius**, and the maximum eccentricity is the graph **diameter**.

**Centrality Metrics** is a set of metrics that measure the significance or ranking of vertices in a graph. **Betweenness centrality** suggests that vertices appearing on numerous shortest paths rank higher. **Closeness centrality** uses the average distance to all other reachable vertices to rank a vertex; the shorter the average distance is, the higher the ranking is. **Eigenvector centrality** measures the influence of a vertex [22]. A high eigenvector score means a vertex is connected to many vertices whose eigenvector scores are also high [110]. **Katz centrality** is a variant of **Eigenvector centrality**, it Katz centrality quantifies the influence of a vertex by considering the number of immediate neighbors and vertices connected to those immediate neighbors [82].

**Clustering Metrics** is closely related to grouping vertices into communities. **Number of communities** measure the degree of how scattered a graph is. k-means [98], agglomerative clustering [109], and DBSCAN [58] are often used to perform graph clustering. **Local Clustering Coefficient (LCC)** of a vertex $v$ represents the proportion of pairs of neighbors of $v$ that are connected. It evaluates the density of connections among the neighbors of a vertex [19]. **Global Clustering Coefficient (GCC)** [100] measures the fraction of closed triplets in all triplets. A triplet of nodes can consist of two (open) or three (closed) undirected edges [19]. **Clustering F1 score** assess the similarity between a given clustering and a reference clustering [103].

**Application-level Metrics** are ones directly used in applications. **PageRank** is designed to rank web pages [113]. The underlying concept suggests that pages linked by numerous important pages bear greater significance. **Min-cut and Max-flow** measure the smallest total weight of edges that disconnect the source vertex $s$ from the sink vertex $t$, or the maximum amount of flow that can traverse from the source vertex $s$ to the sink vertex $t$. **Graph Neural Networks (GNNs)** [127] are neural networks that operate on graphs. GNNs learn from the
2.3 Graph Algorithms

This section covers popular graph algorithms, grouped into traditional and emerging ones (specifically GNNs). The traditional graph algorithms are mainly used in Chapter 4, and GNNs are used in both Chapter 4 and Chapter 5.

2.3.1 Traditional Graph Algorithms

Traditional graph algorithms have existed for a long time and are widely used. Examples of such algorithms are Page Rank (PR), Connected Components (CC), Single Source Shortest Path (SSSP), Breadth First Search (BFS), etc. They are usually deterministic across runs, for example, SSSP will generate the same vertex distance given the graph is not changed, and PR may take different number of iterations to converge if initialized differently, but will have identical or very close results eventually. These traditional graph algorithms focus on different graph properties and reveal various aspects of the graph. SSSP focuses on distance-related graph properties, and PR focuses on the ranking of vertices in a graph. Chapter 4 utilized these graph algorithms to evaluate the effect of graph sparsification algorithms in preserving them.

2.3.2 Emerging Graph Algorithm: Graph Neural Networks (GNNs)

Emerging graph algorithms have drawn more attention in recent years. They are proposed to solve real-world problems. For example, graph mining [106, 139] finds certain motifs in a graph, which can be used for detecting certain behaviors or patterns like fraud detection. Graph Neural Networks (GNNs) is another emerging graph algorithm that takes graphs as input and uses neural networks to learn from the graph structure and embeddings. Then, the
network is used to make classification or prediction on vertex level, edge level, or graph level tasks. In this thesis, GNN is used as a representative example of emerging graph algorithms. In Chapter 4, I evaluate the performance of different graph sparsification algorithms on GNNs. In Chapter 5, I propose PEDAL, a GCN accelerator to speed up GCN execution with high power efficiency.

2.4 Graph Sparsification

Graph sparsification is a technique that approximates a given graph by a sparse graph with a subset of vertices and edges. An effective sparsification algorithm aims to maintain specific graph properties relevant to the downstream task while minimizing the graph’s size. Graph algorithms often suffer from long execution time due to the irregularity and the large real-world graph size. Graph sparsification can significantly reduce the run time of graph algorithms by substituting the complete graph with a much smaller sparsified graph without significantly degrading the output quality. However, the interaction between numerous sparsifiers and graph properties is not widely explored, and the potential of graph sparsification is not fully understood. In this thesis, the 12 most representative graph sparsification algorithms are covered, and I evaluate their performance in maintaining 16 widely-used graph metrics on 14 real-world input graphs spanning various categories, characteristics, sizes, and densities. The graph sparsification algorithms are summarized as follows, and a more detailed description can be found in Chapter 4.1.3.

Random sparsification sparsify the graph by randomly sampling a subset of edges to keep in the sparsified graph. The edges are selected with equal probability. K-Neighbor sparsification selects $k$ edges for each vertex, and if a vertex has less than $k$ vertices, all of its edges are included. The edges are selected with probability proportional to their weights (uniform for unweighted graphs). Rank Degree sparsification starts from seed vertices, then ranks neighbors according to their degree in descending order. The edges connecting
each seed vertex to its top-ranked neighbors are selected and incorporated into the sparsified graph. This process is repeated on newly added vertices to expand the graph. **Local Degree sparsification** is similar to the Rank Degree sparsification as it preserves edges incident to high-degree vertices. For each vertex, Local Degree incorporates edges to the top $\text{deg}(v)^{\alpha}$ neighbors ranked by their degree in descending order, where $\alpha \in [0, 1]$ controls the degree of sparsification. **Spanning Forest** is a subgraph that consists of multiple spanning trees with a minimal number of edges. Kruskal’s algorithm [87] and Prim’s algorithm [118] can be used to construct a Spanning Forest. **t-Spanner** is a family of subgraphs that approximates the pairwise distances between vertices in the original graph. A t-Spanner is a subgraph such that any pairwise distance is at most $t$ times the distance in the original graph. **Forest Fire** sparsification model constructs the graph by adding one vertex at a time and forming edges to specific subsets of the existing vertices. Subsequently, it “spreads” from $v$ to other vertices in the graph with a certain predefined probability, creating edges between $v$ and the newly discovered vertices. This process assembles “burning” through edges probabilistically, hence the name Forest Fire [90]. **Similarity-based sparsifiers** Similarity-based sparsifiers constitute a group of sparsification algorithms based on similarities between vertices measured by specific metrics. **Global Sparsification** selects edges based on similarity scores globally. **G-Spar** sorts the Jaccard scores globally and selects the edges with the highest similarity score. **SCAN** [150] uses structural similarity measures to detect clusters, hubs, and outliers. **Local Sparsification** selected edges based on similarity scores locally. The **L-Spar** [125] includes edges with the highest Jaccard scores incident to each vertex locally. **Local Similarity sparsification** works similarly to L-Spar, but it further ranks edges using the Jaccard score and computes $\log(\text{rank(edge)})/\log(\text{deg}(v))$ as the similarity score. **Effective Resistance (ER) Sparsification** is derived from the analogy of an electrical circuit and applied to a graph. In this context, edges represent resistors, and the effective resistance of an edge corresponds to the potential difference generated when a unit current is introduced at one
end of the edge and withdrawn from the other. Once the effective resistance is calculated, a 
sparsified subgraph can be constructed by selecting edges with a probability proportional to 
their effective resistances.

2.5 Hardware Characterization

Hardware characterization is crucial in understanding the hardware bottleneck for specific 
algorithms. This understanding is essential in making hardware accelerator design decisions. 
Many tools and methodologies are available to perform hardware characterization. Linux 
Perf [10] is a profiling tool using CPU performance counters and various enhancements. Intel 
Vtune [8] is a multi-platform profiling tool that is based on Performance Monitoring Unit 
(PMU) counters and incorporates techniques like Event-Based Sampling (EBS). For hardware 
characteristics that are hard to profile using only performance counters and to evaluate the 
performance of custom hardware, simulation is widely used. Event-based hardware like the 
Sniper The Sniper multi-core simulator [43] trades off a lower accuracy for a higher simulation 
speed. Cycle-accurate simulators like gem5 [36] simulate accurately what happens at each 
cycle; they are more accurate but take very long to run. Akram et al. put together a survey of 
different simulators [25]. In this thesis, I use Linux perf, Intel Vtune, and sniper in Chapter 3, 
and in Chapter 5, I implement a cycle-accurate simulator to evaluate the performance of the 
proposed GCN accelerator.
CHAPTER 3

CPU Microarchitectural Performance

Characterization of Cloud Video Transcoding

Video streaming services are becoming increasingly popular, taking up a considerable portion of Internet traffic today. According to the Cisco Visual Networking Index report [4], video streaming took up 75% of the Internet traffic in 2017 and will take up 82% of the Internet traffic in 2022. Besides video streaming, online gaming that also uses video traffic is rising rapidly and is expected to grow 15 times by 2022. Figure 3.1 shows the Internet traffic from 2017 to 2022.

Video streaming service providers (e.g., YouTube, Netflix, and Facebook) transfer (upload and download) only encoded videos to reduce video size and corresponding Internet traffic. In most use cases, the uploaded video format differs from the distributed video format as the video distribution must support a wide variation in network bandwidth, screen resolution, and user preferences [99]. Consequently, streaming service providers apply a large number of video transcoding—the process of decoding an encoded video into raw frames and re-encoding those frames in a different encoding format [148]—operations. Therefore, performance optimization of video transcoding workloads can save millions of dollars in computational and energy costs.

The performance implications of video transcoding have inspired a rich set of prior works. Existing works have compared the performance of different transcoding algorithms [52, 104] and variation in transcoding performance for different videos [99]. While these works fill
some gaps in understanding video transcoding workloads, several open questions exist in CPU microarchitectural bottleneck identification for these workloads. In this work, I aim to answer these questions by studying the microarchitectural characteristics of video transcoding operations in response to variations in different transcoding parameters and inputs.

For performance characterization of video transcoding workloads, I utilize a wide range of CPU hardware performance counters using Intel VTune [8] and Linux perf [10]. Specifically, I leverage the Top-down Microarchitecture Analysis Method [153] to identify bottlenecks in the CPU microarchitecture for different video transcoding operations. Based on this methodology, I investigate the performance of the leading video transcoding software, FFmpeg. FFmpeg offers many options to balance between transcoding speed, transcoded video quality, and transcoded file size. I examine how different values of these parameters affect
microarchitectural performance issues for video transcoding workloads.

The intrinsic complexity of videos also affects transcoding performance. Videos with high motion and frequent scene transitions are of higher complexity, and they require longer transcoding time and a larger file size under the same quality constraint. *vbench* [99] is a benchmark developed for cloud video services. It uses clustering techniques to select 15 videos to cover a significant cross-section of a corpus of millions of videos. I use *vbench* to show how different video complexity affects video transcoding performance.

In this work, I make the following contributions:

- I identify key performance bottlenecks in CPU microarchitecture for various video transcoding workloads. Specifically, I observe that instruction cache, data cache, and branch prediction units suffer from frequent inefficiency for video transcoding operations. Moreover, microarchitectural performance issues change rapidly due to variations in transcoding options and video complexity.

- I leverage the state-of-the-art profile-guided optimization technique (AutoFDO [46]) to improve instruction cache and branch prediction performance of video transcoding workloads. I also apply a polyhedral optimizer (Graphite [117]) to improve the data cache performance of video transcoding operations. AutoFDO provides a 4.66% average speedup, while Graphite provides a 4.42% average speedup across workloads.

- I design a scheduler that assigns different video transcoding tasks to processors with varying configurations of microarchitecture based on transcoding parameters and inputs. In a simple case study, the designed scheduler performs 3.72% better than the random scheduler and matches the performance of the best scheduler 75% of the time.

The rest of the paper is organized as follows: I provide the background of video transcoding in §3.1. I describe the experimental methodology in §3.2. §3.3 reports experimental evaluation results. I briefly summarize the related works in §3.4. Finally, I conclude in §3.5.
3.1 Background

Streaming videos have several important properties. A series of raw image frames constitute a video, and the number of pixels in each frame is defined as video resolution. For example, a full high-definition (Full-HD) video contains $1920 \times 1080$ pixels per frame and is also known as a 1080p video. The number of frames for each second of video is defined as frame rate and expressed in frames per second or FPS. Streaming service providers support videos of different frame rates (24-60 FPS). Without compression, a single-second standard video (with 1080p resolution and 30 FPS frame rate) requires 178 MB of space [14]. Videos are encoded in several standard formats to reduce this high storage and network transmission cost.

3.1.1 Video Transcoding

Video transcoding is the process of converting one encoding format to another, and it is necessary because streaming service end-users have different requirements in terms of video resolution, frame rate, and encoding format based on their device capability and network condition. Today, more than 500 hours of videos are uploaded to YouTube every minute [7]. Since each uploaded video must be transcoded at least once [99], streaming service providers perform many video transcoding operations. Moreover, the cost of performing video transcoding is expensive. For instance, Amazon Elastic Transcoder charges 0.03$ to transcode a single-minute video clip [2]. At this rate, transcoding 500 hours of videos will require around 1800$.

Video transcoding is performed in two stages: (1) an encoded video is decoded into raw frames, and (2) these frames are encoded again in a different format. The decoding stage is deterministic and, hence, relatively straightforward. On the other hand, the encoding stage is much more complex as it models the video compression problem as a heuristic-driven search space exploration problem. Moreover, the encoding stage has two primary components: (1) Intra-frame encoding compresses pixels within a single frame by eliminating
spatial redundancy, and (2) Inter-frame encoding compresses pixels across different frames by eliminating temporal redundancy. The intra-frame encoding divides a frame into several macroblocks [78]. On the other hand, the inter-frame encoding categorizes each frame as I (Intra-coded), B (Bidirectional predicted), or P(Predicted) picture frame [13].

FFmpeg is the leading video transcoding framework that can perform a wide range of operations (e.g., decoding, encoding, transcoding, filtering, multiplexing, etc.) for different video encoding formats [1]. Since FFmpeg is the most widely used video transcoding software, I specifically focus on FFmpeg workloads. FFmpeg is typically compiled with x264, an open-source library developed by VideoLAN that implements state-of-the-art video encoding algorithms [16].

3.1.2 x264 Encoder

x264 is the state-of-the-art video encoder [16]. x264 achieves high performance with its rate control, motion estimation, macroblock mode decision, and quantization algorithms. The details of the algorithms are out of the scope of this work, but I describe what each of them does as I focus on how different algorithm parameters affect the transcoding performance.

3.1.2.1 Rate Control

Rate control is the mechanism to impose a constraint on bitrate or quality. It can be performed at three different granularities: at a coarse-grained level for a group of pictures (GOP), for a single picture, and at a fine-grained level for macroblocks. There are mainly six rate control modes: constant QP (CQP) controls the amount of quantization; average bitrate (ABR) tries to achieve the target average bitrate; 2-pass average bitrate (2-Pass ABR) is similar to ABR except it runs twice as the first pass provides a better estimation for the second pass encoding; constant bitrate (CBR) imposes a constant bitrate; constant rate factor (CRF) controls the quality rather than the bitrate, and constrained encoding (VBV) constrains the bitrate to a certain maximum. Among the six modes, only CBR is applied at
the granularity of a macroblock. Other modes are applied at the granularity of the picture.

### 3.1.2.2 Motion Estimation

Motion estimation is the most complex and time-consuming component of the x264 encoding process. It detects the motion of objects (e.g., translation, rotation, and tilting), encodes only the motion information, and thus saves space by not storing the entire frame. x264 provides four integer-pixel motion estimation methods: diamond (dia), hexagon (hex), uneven multi-hexagon (umh), and exhaustive (esa). Each mode represents a different search pattern, each more complex and time-consuming than the previous, but generates better motion estimation.

### 3.1.2.3 Macroblock Mode Decision

When encoding, each frame is partitioned into 16×16 macroblocks, which can be further partitioned into smaller blocks. An I-frame can only have I-macroblocks because it must not depend on other frames to decode, a P-frame can have both I-macroblocks and P-macroblocks, a B-frame can have I-macroblocks, P-macroblocks, and B-macroblocks.

### 3.1.2.4 Quantization

After motion estimation and macroblock mode decision, the residue between the original frame and prediction frame is computed. The x264 encoder uses trellis quantization [145, 105] to improve the storage efficiency of the residue. Users can select one of three levels of trellis quantization provided by the x264 encoder.

### 3.1.3 CPU vs. GPU

Videos can be transcoded in both CPUs and GPUs [5]. Typically, GPUs are faster than CPUs in terms of video transcoding time. However, GPUs perform worse than CPUs in terms of video compression ratio and quality. Hence, GPUs are leveraged to transcode only live-streamed videos where transcoding speed matters more than the transcoded video size or quality. Moreover, video transcoding in GPUs is relatively new and supports only a subset of
video formats [99]. In practice, GPUs are used only as a hardware accelerator instead of the primary transcoder [26]. Therefore, in this work, I focus on video transcoding in CPUs.

### 3.1.4 Video Selection

Randomly selected videos could lead to biased and unrepresentative profiling results. In this work, I use videos from vbench benchmark suite [99]. The videos from vbench benchmark suite are representative of cloud transcoding workloads. vbench uses clustering techniques to select 15 videos of 5 seconds each from a corpus of millions of videos [99], and therefore is diverse and representative of real videos. I study the microarchitectural characteristics of the video transcoding operation for all vbench videos. I also use a video called Big_Buck_Bunny [3], widely studied in prior works [89, 97]. I list the detailed information of videos in Table 3.1. vbench also introduces a new video property, entropy, to represent the complexity of a video. This property specifies the number of bits required to encode a video with the visually lossless quality [99]. A higher entropy suggests the video is more complex, for example, involves more motion or frequent scene transition and thus requires more computing resources and a higher bitrate.

### 3.2 Methodology

**Hardware platforms.** I use a 4-core 3.5GHz Intel Xeon E3 CPU (NUMA with 1 socket). The memory hierarchy of the machine consists of 64KB of private L1-cache (32KB private instruction and 32KB private data), 256KB of private L2 cache, 8MB of shared L3 cache, and 16GB of RAM.

**Software platforms.** All experiments are conducted in Ubuntu 16.04 (Linux kernel version 4.15.0) using GCC version 5.5.0, ffmpeg version N-82144-g940b890, and x264 version 148-r2762-90a61ec.
### Table 3.1: `vbench` videos info

<table>
<thead>
<tr>
<th>Full Name</th>
<th>Short Name</th>
<th>Resolution</th>
<th>FPS</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>desktop_1280x720_30.mkv</td>
<td>desktop</td>
<td>720p</td>
<td>30</td>
<td>0.2</td>
</tr>
<tr>
<td>presentation_1920x1080_25.mkv</td>
<td>presentation</td>
<td>1080p</td>
<td>25</td>
<td>0.2</td>
</tr>
<tr>
<td>bike_1280x720_29.mkv</td>
<td>bike</td>
<td>720p</td>
<td>29</td>
<td>0.9</td>
</tr>
<tr>
<td>funny_1920x1080_30.mkv</td>
<td>funny</td>
<td>1080p</td>
<td>30</td>
<td>2.5</td>
</tr>
<tr>
<td>cricket_1280x720_30.mkv</td>
<td>cricket</td>
<td>720p</td>
<td>30</td>
<td>3.4</td>
</tr>
<tr>
<td>house_1920x1080_30.mkv</td>
<td>house</td>
<td>1080p</td>
<td>30</td>
<td>3.6</td>
</tr>
<tr>
<td>game1_1920x1080_60.mkv</td>
<td>game1</td>
<td>1080p</td>
<td>60</td>
<td>4.6</td>
</tr>
<tr>
<td>game2_1280x720_30.mkv</td>
<td>game2</td>
<td>720p</td>
<td>30</td>
<td>4.9</td>
</tr>
<tr>
<td>girl_1280x720_30.mkv</td>
<td>girl</td>
<td>720p</td>
<td>30</td>
<td>5.9</td>
</tr>
<tr>
<td>chicken_3840x2160_30.mkv</td>
<td>chicken</td>
<td>2160p</td>
<td>30</td>
<td>5.9</td>
</tr>
<tr>
<td>game3_1280x720_59.mkv</td>
<td>game3</td>
<td>720p</td>
<td>59</td>
<td>6.1</td>
</tr>
<tr>
<td>cat_854x480_29.mkv</td>
<td>cat</td>
<td>480p</td>
<td>29</td>
<td>6.8</td>
</tr>
<tr>
<td>holi_854x480_30.mkv</td>
<td>holi</td>
<td>480p</td>
<td>30</td>
<td>7</td>
</tr>
<tr>
<td>landscape_1920x1080_29.mkv</td>
<td>landscape</td>
<td>1080p</td>
<td>29</td>
<td>7.2</td>
</tr>
<tr>
<td>hall_1920x1080_29.mkv</td>
<td>hall</td>
<td>1080p</td>
<td>29</td>
<td>7.7</td>
</tr>
</tbody>
</table>

### 3.2.1 Transcoding Metrics and Parameters.

Video transcoding workloads maintain a unique trade-off among three key performance metrics: (1) transcoding speed (measured by transcoding time in seconds), (2) transcoded video quality (measured by Peak Signal to Noise Ratio [PSNR] in decibels [dB]), and (3) transcoded video file size (measured by bitrate in Kbps or Mbps). FFmpeg, in combination with x264, provides many encoding options to balance among these three performance metrics. Among all such options, the most critical parameters are `crf` and `refs` [15, 12], and therefore, I investigate the microarchitectural performance implications of video transcoding in response to variation in these two parameters. Figure 3.2 shows how these parameters (`crf` and `refs`) affect key transcoding metrics (speed, quality, and size).

`crf` actively controls the transcoded video quality. An increase in `crf` value results in video quality degradation after encoding. In x264 encoding, `crf` can be varied from 0 to 51. Videos encoded with `crf` 0 are lossless, while videos encoded with `crf` 51 are the worst quality. x264 uses 23 as the default value for `crf`. `crf` also passively impacts transcoding speed and
transcoded file size. An increase in crf value results in faster transcoding time and smaller transcoded file size.

On the other hand, refs directly controls the transcoded video file size. refs (Reference frame number) specifies how many reference frames will be used during inter-frame encoding in addition to the frame immediately prior to the current frame [9]. In x264 encoding, refs can be varied from 1 to 16. An increase in refs value expands the encoding search space, improves the compression possibility, and hence reduces transcoded video file size. However, increasing the refs value also slows down the transcoding process due to larger search space exploration. refs has no impact on transcoded video quality.

In addition to crf and refs, I also study the performance impact of different x264 presets (a combination of standard values for all transcoding parameters) that vary other transcoding parameters.

Figure 3.2: Transcoding speed, video quality, and file size triangle. It shows the effects of increasing crf and refs on the three metrics. A green line denotes a positive impact, a red line represents a negative impact, a solid line denotes an active impact (purpose of changing the option), and a dotted line indicates a passive impact (side effect).
options including motion estimation, macroblock mode decision, quantization, and frame type decision.

### 3.2.2 Tools

#### 3.2.2.1 VTune

The Intel VTune profiler [8] is a performance analysis tool that leverages a large number of hardware performance counters provided by Intel Performance Monitoring Unit (PMU) [11]. Specifically, VTune uses the Top-down microarchitecture analysis method [153] to identify performance bottlenecks for CPU workloads. In Top-down methodology, performance issues are categorized into four major categories—retiring, bad speculation, front-end bound, and back-end bound—measured in the percentage of pipeline slots. A pipeline slot represents hardware resources needed to process one micro-operation (µOp). Ideally, the pipeline slots should be filled with instructions and successfully retire, but limited resources or bad speculations can lead to wasted pipeline slots.

Front-end bound pipeline slots are unused due to issues like instruction cache misses and instruction decoder unavailability. On the other hand, back-end bound slots are unused because of problems including data cache misses (memory bound) and computational unit shortage (core bound). Bad speculation issues are mainly due to branch mispredictions. Finally, retired slots denote properly utilized pipeline slots.

I leverage VTune to understand how different parameters and video workloads affect microarchitectural performance problems during transcoding. Particularly, I investigate how front-end bound, bad speculation and back-end bound issues are affected by different transcoding settings. Moreover, I use VTune to determine the root cause of performance problems.
3.2.2.2 Linux perf

Linux perf [10] provides a simple command-line interface to profile CPU executions. I leverage perf mainly to reveal more fine-grained details such as L1, L2, L3, and branch misses per kilo instructions (MPKI).

3.2.2.3 AutoFDO

AutoFDO [46] is the state-of-the-art feedback-directed optimization (FDO) tool. AutoFDO captures the frequently-taken branches and optimizes their layout to reduce instruction cache misses and branch mispredictions.

3.2.2.4 Graphite

Graphite [117] is a polyhedral analysis and optimization tool for GCC. It uses the polyhedral model to optimize nested loops, where optimizations like loop tiling and loop fusion can be applied to enable better cache locality. I use graphite to reduce back-end stalls during the transcoding operation by improving L1, L2, and L3 cache hit rates.

<table>
<thead>
<tr>
<th>Option</th>
<th>ultrafast</th>
<th>superfast</th>
<th>veryfast</th>
<th>faster</th>
<th>fast</th>
<th>medium</th>
<th>slow</th>
<th>slower</th>
<th>veryslow</th>
<th>placebo</th>
</tr>
</thead>
<tbody>
<tr>
<td>aq-mode</td>
<td>0*</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>b-adapt</td>
<td>0*</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2*</td>
<td>2*</td>
</tr>
<tr>
<td>bframes</td>
<td>0*</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>8*</td>
<td>16*</td>
</tr>
<tr>
<td>deblock</td>
<td>[0:0]*</td>
<td>[1:0]</td>
<td>[1:0]</td>
<td>[1:0]</td>
<td>[1:0]</td>
<td>[1:0]</td>
<td>[1:0]</td>
<td>[1:0]</td>
<td>[1:0]</td>
<td>[1:0]</td>
</tr>
<tr>
<td>me</td>
<td>dia*</td>
<td>dia*</td>
<td>hex</td>
<td>hex</td>
<td>hex</td>
<td>hex</td>
<td>hex</td>
<td>umh</td>
<td>umh*</td>
<td>tesa*</td>
</tr>
<tr>
<td>merge</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>24*</td>
<td>24*</td>
</tr>
<tr>
<td>partitions</td>
<td>none*</td>
<td>+i8x8,+i4x4*</td>
<td>-p4x4</td>
<td>-p4x4</td>
<td>-p4x4</td>
<td>-p4x4</td>
<td>-p4x4</td>
<td>all*</td>
<td>all*</td>
<td>all*</td>
</tr>
<tr>
<td>refs</td>
<td>1*</td>
<td>1*</td>
<td>1*</td>
<td>2*</td>
<td>2*</td>
<td>3</td>
<td>5*</td>
<td>8*</td>
<td>16*</td>
<td>16*</td>
</tr>
<tr>
<td>scenecut</td>
<td>0*</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>subme</td>
<td>0*</td>
<td>1*</td>
<td>2*</td>
<td>4*</td>
<td>6*</td>
<td>7</td>
<td>8*</td>
<td>9*</td>
<td>10*</td>
<td>11*</td>
</tr>
<tr>
<td>trellis</td>
<td>0*</td>
<td>0*</td>
<td>0*</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2*</td>
<td>2*</td>
<td>2*</td>
<td>2*</td>
</tr>
</tbody>
</table>

* value differ from medium (default) preset

3.2.2.5 Sniper

Sniper [43] is an open-source x86 simulator that can accurately simulate CPU executions with high speed. Moreover, Sniper allows modifying different microarchitecture parameters to study the performance impact of varying different processor configurations. I utilize Sniper
to simulate the proposed scheduling algorithm with multiple \(\mu\)arch configurations.

### 3.2.3 Profiling Setup

#### 3.2.3.1 Across \(crf\) & \(refs\)

I vary different transcoding parameters (\(crf\) from 1-51 and \(refs\) from 1-16) and investigate 816 different combinations for a single video, and study the profiling results. I use VTune to capture the high-level profiling results grouped into four categories and then use perf to get fine-grained results.

#### 3.2.3.2 Across Presets

The x264 encoder provides ten predefined setups (presets) to vary different transcoding parameters for different usage scenarios \([6]\). I list parameter values for these presets in Table 3.2. All presets also specify a \(crf\) and \(refs\) number. I investigate the performance impact of \(crf\) and \(refs\) separately; I use the default \(crf\) (23) and \(refs\) (3) values for different presets. I investigate the performance impact of different presets for a single video.

#### 3.2.3.3 Across Videos

Finally, I study the performance of transcoding for a wide range of videos from the \(vbench\) benchmark suite with the parameters \(crf = 23\), \(refs = 3\), and x264 preset being medium.

### 3.2.4 Optimization Setup

Implementing new optimizations for video transcoding is not the primary focus of this work. Instead, I study the impact of several optimizations to show the potential for improvement.

#### 3.2.4.1 AutoFDO & Graphite

I optimize the video transcoding operation using AutoFDO to avoid instruction cache misses (grouped under front-end issues in Top-down methodology) and branch mispredictions (grouped under bad speculation issues in Top-down methodology). To apply AutoFDO, I use the FFmpeg program to transcode multiple videos and collect execution profiles using perf
during transcoding. Then, I optimize FFmpeg by recompiling the program with the collected profile.

I optimized the video transcoding operation using Graphite to reduce data cache misses (grouped under back-end issues in Top-down methodology). Graphite is integrated into GCC and can be directly used by enabling specific optimization flags (`-floop-interchange -ftree-loop-distribution -floop-block`) during compilation. I enable those optimization flags during the compilation of the FFmpeg program.

3.2.4.2 Smart Scheduler

Streaming service providers may have transcoding servers with different µarch configurations. Even without optimizing the algorithm or implementation, knowing how to intelligently assign tasks to the server that best fits the task can fully utilize the resources and save transcoding time. The profiling results can be used as a reference to schedule transcoding tasks to the fitting server.

I consider four transcoding tasks, each with different video, `crf`, `refs`, and preset combinations, as shown in Table 3.3. I also modify the baseline µarch configuration of the Sniper simulator (gainestown) to create 4 µarch configurations. Different µarch configurations are optimized to reduce different types of pipeline issues by varying different microarchitectural resources. Table 3.4 describes the baseline and four modified configurations. I use different strategies to assign tasks to different µarch configurations (servers) and use the Sniper simulator to measure the transcoding time.

Table 3.3: Transcoding parameters used for Sniper simulation

<table>
<thead>
<tr>
<th>Task#</th>
<th>Video</th>
<th>crf</th>
<th>refs</th>
<th>Preset</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>desktop</td>
<td>30</td>
<td>8</td>
<td>veryfast</td>
</tr>
<tr>
<td>2</td>
<td>holi</td>
<td>10</td>
<td>1</td>
<td>slow</td>
</tr>
<tr>
<td>3</td>
<td>presentation</td>
<td>35</td>
<td>6</td>
<td>veryfast</td>
</tr>
<tr>
<td>4</td>
<td>game2</td>
<td>15</td>
<td>2</td>
<td>medium</td>
</tr>
</tbody>
</table>
Table 3.4: Different microarchitectural configurations for Sniper simulation. The baseline is the default configuration provided by Sniper, Gainestown. fe_op is optimized to reduce front-end stalls with larger L1i-cache and iTLB. be_op1 and be_op2 are optimized to reduce back-end stalls by increasing the capacity of data caches and other pipeline resources. bs_op is optimized to avoid bad speculation stalls by replacing the default pentium_m branch predictor with the Tage branch predictor.

<table>
<thead>
<tr>
<th>Config Name</th>
<th>L1d</th>
<th>L1i</th>
<th>L2</th>
<th>L3</th>
<th>L4</th>
<th>itlb</th>
<th>ROB</th>
<th>RS</th>
<th>issue at dispatch</th>
<th>branch predictor</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>32K</td>
<td>32K</td>
<td>256K</td>
<td>8M</td>
<td>None</td>
<td>128</td>
<td>128</td>
<td>36</td>
<td>No</td>
<td>Pentium_m</td>
</tr>
<tr>
<td>fe_op</td>
<td>-</td>
<td>64K</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>256</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>be_op1</td>
<td>64K</td>
<td>-</td>
<td>512K</td>
<td>4M</td>
<td>16M</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>be_op2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>256</td>
<td>72</td>
<td>Yes</td>
<td>-</td>
<td>Tage</td>
</tr>
<tr>
<td>bs_op</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

- means same as baseline

I evaluate three different schedulers. The random scheduler randomly assigns tasks among servers, so I use the average value of all four servers as its performance. The smart scheduler assigns tasks to the best-fit server under the constraint that the four tasks must be assigned to different servers (one-to-one constraint), preventing any server from over-utilizing or under-utilizing. Finally, the best scheduler assigns tasks to the best-fit server without the one-to-one constraint.

3.3 Evaluation Results

3.3.1 Profiling

3.3.1.1 Across crf & refs

Figure 3.3 shows the heatmaps of 816 combinations where crf is varied from 1 to 51 and refs is varied from 1 to 16. The projections of each data point to the three axes represent video quality (PSNR), file size (bitrate), and transcoding speed (time), respectively, and the color represents either front-end, back-end, or bad speculation bound percentage in terms of pipeline slots. All three heatmaps are of the same shape but represent different bounds. As shown in Figure 3.3, both increasing crf and refs reduce front-end and bad speculation bound slots but increase back-end bound slots.
Figure 3.3: Heatmaps of front-end, back-end, and bad speculation bound pipeline slots (%)

Figure 3.4 shows two projections into planes A and B from Figure 3.3. Projection A has 51 horizontal lines for 51 discrete PSNR values. Each line represents one crf value as crf controls the video quality. With crf fixed, increasing refs can help save file size. Each horizontal line's
length shows the bitrate range when increasing \textit{refs} from 1 to 16. The longer the horizontal line is, the more it can benefit from increasing the \textit{refs} value. With \textit{crf} increasing, PSNR decreases, meaning the video quality deteriorates. Also, with \textit{crf} increasing, the line length decreases, denoting a diminishing return for increasing \textit{refs}.

Projection B is the relation between time and \textit{refs}, where increasing \textit{refs} does not linearly decrease the file size. For each \textit{crf}, there is an elbow point beyond which increasing \textit{refs} has little or no return. Moreover, increasing \textit{crf} makes the line flatter, meaning high \textit{crf} benefits less from increasing \textit{refs}, which aligns with the conclusion from projection A.

The main takeaways from the three heatmaps and two projections are: low \textit{crf} benefits more from increasing \textit{refs}, and increasing \textit{refs} has diminishing returns. The result is video-dependent, and the elbow points can differ for different videos, but the trend shown is universally applicable.

Further analysis shows the front-end bound slots are primarily due to the inefficiency in micro-instruction translation engine (MITE), and decoded stream buffer (DSB), both
related to decoding instructions (instruction to micro-op conversion). Front-end bound slots represent only a small fraction of overall pipeline slots and do not change significantly for different \( crf \) and \( refs \) combinations. Back-end issues are responsible for most of the wasted
Figure 3.6: Stalls due to microarchitecture resources for different values of transcoding parameters, $crf$ and $refs$.

pipeline slots. The back-end bound issues can be further divided into memory-bound and core-bound problems. Memory-bound slots mean the pipeline is stalled because the required data is unavailable. Core bound means the pipeline is stalled because the hardware resources
(functional units) needed to perform operations are unavailable. In the evaluation, Bad speculation bound slots are almost always due to branch mispredictions.

To further investigate these wasted pipeline slots, I evaluate the inefficiency of several microarchitectural resources. Specifically, I study the variation in eight hardware performance events in response to changes in \( c_{rf} \) and \( r_{efs} \). Figure 3.5 and figure 3.6 show the results. Figure 3.5a shows that branch mispredictions per kilo instructions decreases when both \( c_{rf} \) and \( r_{efs} \) increase. Figure 3.5b, 3.5c, and 3.5d depicts misses per kilo instructions (MPKI) for L1, L2, and L3 data caches respectively. These cache misses are mainly responsible for the memory-bound component within the back-end bound slots. Figure 3.6a, 3.6b, 3.6c, and 3.6d denotes inefficiency in pipeline execution units and constitute the core bound component within the back-end bound slot. These inefficiencies show a similar trend of deteriorating when either \( c_{rf} \) or \( r_{efs} \) increase. Here, store buffer (SB) efficiency is a notable exception as the number of stalls due to unavailable store buffer decreases when \( r_{efs} \) increases.

The trend shown in both memory bound and core bound issues can be explained using the roofline model\[147\], a performance model that correlates performance with operational intensity. The roofline model defines operational intensity as how much computation is performed for each byte of DRAM traffic. For low operational intensity, CPU performs little arithmetic operation on each piece of data, and the workload is bound by memory. As operational intensity increases, the utilization of the CPU and the overall performance increase. The workload becomes compute-bound when the operational intensity is high enough to occupy all CPU resources.

Increasing \( c_{rf} \) relaxes the quality constraint and requires less computation for the same amount of data transfer, thus causing a lower operational intensity. On the other hand, increasing \( r_{efs} \) increases the total number of executed instructions and memory traffic, but more on memory traffic, thus lowering the operational intensity. For lower operational intensity, processors have limited computations to hide the memory latency, resulting in
higher memory-bound stalls.

The roofline model can also explain the lower amount of front-end bound slots. As the CPU is waiting for memory traffic, it exhausts the non-arithmetic resources (e.g., Reorder
buffer [ROB], reservation stations [RS], and store buffer [SB]) quickly. Consequently, the CPU stops fetching new instructions and has fewer front-end bound stalls. Note that SB stalls show different trends compared to ROB and RS stalls with a change in refs. That is because, higher refs results in better video compression which requires less number of total store operations.
3.3.1.2 Across Presets

Figure 3.7a shows how transcoding time, bitrate, and PSNR change for different transcoding presets. Similarly, Figure 3.7b shows the percentage of front-end, back-end, and bad speculation bound slots (%) for different transcoding presets. From the fastest to the slowest preset, transcoding time increases as expected. As \textit{crf} is fixed, PSNR has a minor increase while bitrate shows excellent improvement from ultrafast to superfast, and superfast to veryfast, and then shows diminishing or even no returns with any slower presets. The trend of transcoding time and bitrate suggests that without any strict time constraint, tuning up the preset to veryfast can trade a small increment in transcoding time for file size reduction. Figure 3.7c shows that the branch MPKI fluctuates with no clear direction. Data cache MPKI goes down while using a slower preset. The trend agrees with Figure 3.7b, where only back-end issues have a clear trend of going down. This is mainly because the memory-bound component decreases. Figure 3.7d shows stalls due to resource unavailability, which can also be explained with the roofline model [147]. A slower preset has a higher operational intensity, thus it is less likely to run into memory-bound issues. Consequently, fewer instructions block ROB, RS and SB waiting for memory.

3.3.1.3 Across Videos

I now investigate the variation in microarchitectural characteristics while transcoding different videos. I first group videos based on different resolutions and then sort them based on different entropy [99]. The gaps in Figure 3.8 separate different resolution groups. As Figure 3.8a shows, with increased video entropy, front-end and bad speculation bound slots increase, and back-end bound slots decrease. Figure 3.8b and 3.8c show the variation of branch misprediction, memory bound, and core bound slots for different videos. As branch mispredictions dominate the bad speculation issues for video transcoding workloads, branch MPKI and slots lost due to bad speculation follow a similar trend. L1, L2, and L3 data cache MPKI follow the same trend as the memory-bound slots. Similarly, stalls due to other pipeline resources follow the
same trend as the core-bound slots. The roofline model can also be applied here. Videos with higher entropy are more complex and need higher operational intensity to encode under the same quality constraint, leading to lower back-end bound issues.

### 3.3.2 Optimization

#### 3.3.2.1 AutoFDO & Graphite

I optimize FFmpeg with AutoFDO and Graphite to reduce front-end, bad speculation, and back-end bound stalls while transcoding different videos. Figure 3.9 shows the results. AutoFDO provides an average speedup of 4.66%, with a maximum of 5.2%. On the other hand, Graphite provides an average improvement of 4.42%, with a maximum of 4.87%.

![Figure 3.9: Speedup provided by AutoFDO-optimized FFmpeg binary and Graphite-optimized FFmpeg binary. The number is the average of 32 combinations of transcoding parameters (crf, refs, and presets).](image-url)
3.3.2.2 Smart Scheduler

Figure 3.10 shows the speedup provided by three schedulers over the default configuration. All four µarch configurations have better microarchitectural resources than the default baseline, so all schedulers show performance gain. However, on average, the characterization-driven smart scheduler outperforms the random scheduler by 3.72%. Moreover, the smart scheduler provides the same schedule as the best-fit server in three out of four cases.

![Figure 3.10: Transcoding speedup over the baseline µarch configuration. The random scheduler uses the average improvement of four modified µarch configurations. The one-to-one constraint is imposed on the smart scheduler but not on the best scheduler.](image)

3.4 Related Work

The performance of video transcoding significantly impacts computational and energy savings. Realizing this significance, a rich set of prior works has investigated video transcoding performance. I describe related works in four categories.
Performance profiling of video transcoding. Different prior works have investigated video transcoding performance from different perspectives. For example, COVT [144] measures the transcoding time and compression ratio for many transcoding presets and video types and uses the results for efficient resource allocation. Other works [77, 49] aims to predict video transcoding workloads’ power consumption. In comparison, I focus on microarchitectural bottlenecks while transcoding various videos with different parameter values.

Algorithmic optimization. Many prior works have examined the algorithmic optimization of video transcoding operations. For example, parallel transcoding on the Cloud [30, 96] optimizes for parallelism, and DCT transcoder [95] optimizes for fast DCT-domain transcoding. Sung et al. [135] propose a method to utilize the quadtree information from the decoding process to accelerate the encoding process. Zhang et al. [158] observe that the video background barely changes for certain types of videos and utilize this observation to achieve fast transcoding. In comparison, I notice the microarchitectural resource inefficiency during video transcoding and leveraged state-of-the-art compiler optimizations to improve the hardware resource utilization.

System/architectural optimization. Several prior works have designed efficient systems for video transcoding. Specifically, [56, 163] optimizes the storage efficiency while transcoding videos in content delivery networks (CDNs). GPU-accelerated VTU for MEC [26] leverages GPUs to accelerate the transcoding operation. Cloud Transcoder [93] bridges the gap between internet videos and mobile devices by offloading the bulk of the transcoding operation from mobile devices to the cloud. The characterization of video transcoding provides several insights into performance bottlenecks. These insights can be leveraged to design an efficient video transcoding system in the future, as I have shown with the smart scheduler experiment.

Adaptive video streaming. Adaptive video streaming services tune video transcoding parameters to generate videos of different quality [134, 29, 81]. The values of these parameters are predicted based on the network condition [156, 151, 154, 65]. As I investigate the impact
of changes in transcoding parameters, the results can guide better resource utilization for these adaptive video streaming services.

3.5 Conclusion

In this paper, I characterize the CPU microarchitectural performance of video transcoding workloads. I vary all the major configurable options of video transcoding operation and explore their impact on microarchitectural performance. I find that most transcoding workloads suffer from back-end issues in the form of high data cache misses. At the same time, video transcoding operations suffer from instruction cache misses and branch mispredictions in some specific scenarios. To overcome data cache misses, I apply polyhedral optimizer, Graphite on transcoding workloads, and achieve 4.42% average speedup. I show that the state-of-the-art profile-guided optimization technique, AutoFDO, can reduce instruction cache misses and branch mispredictions of video transcoding workloads to provide a 4.66% average speedup. Finally, keeping the bottleneck diversity in mind, I propose a smart scheduler that assigns the best microarchitectural configuration for different transcoding tasks. On average, the proposed scheduler outperforms the random scheduler by 3.72% and matches with the best scheduler in 75% of cases.
CHAPTER 4

Demystifying Graph Sparsification Algorithms in Graph Properties Preservation

Graphs are ubiquitous because of their great expressiveness and flexibility. Graphs can be used to represent complex relationships between individuals (vertices in the graph) by making connections (edges in the graph). Graphs are widely used to represent data in various application domains, e.g., social networks [64], citation and communication networks [111], chemical and biological networks [80], etc. Many algorithms are also developed to exploit the abundant features that graphs provide, e.g., Dijkstra’s algorithm [55], Ford-Fulkerson algorithm [63], Graph Neural Networks [85], etc.

Despite their usefulness, graphs are often inefficient to work with due to memory irregularity. Many works are proposed to tackle the problem [130, 139, 48]. However, most works develop dedicated software or hardware solutions for a small set of graph algorithms, which leads to a high design cost and limited applicability. In this work, I investigate graph sparsification, a generally applicable technique to reduce the amount of work in graph algorithms.

Graph sparsification is a technique to approximate a given graph by a sparse graph that preserves certain properties. This way, the downstream tasks can be executed on the sparsified graph to improve run time. An ideal sparsification algorithm needs to achieve a high prune rate while keeping the downstream task behavior close to that of the original full graph.

There are many sparsification algorithms with different focuses on the graph properties to
be preserved, and of different complexity. There are also many graph metrics that different graph-centric algorithms rely on. However, with a large number of sparsification algorithms and graph metrics, the connections between sparsifiers and their performance in preserving the graph metrics are missing.

In this work, I extensively investigate 12 graph sparsification algorithms and evaluate their performance in preserving 16 widely-used graph metrics in multiple groups. I also cover 14 real-world graphs spanning various categories with diverse characteristics, sizes, and densities. The findings reveal that no single sparsifier does the best in preserving all graph properties, and it is essential to select appropriate sparsifiers based on the downstream task.

In summary, I make the following contributions in this work:

- I summarize the most widely-used graph metrics and the most representative graph sparsification algorithms and dig into the algorithmic details for a better understanding.
- I build a framework to perform graph sparsification and evaluate their performance on various graph metrics at different prune rates. The framework is open-source and extendable to future sparsification algorithms, graph metrics, and graphs.
- I perform N-to-N evaluation on the sparsification algorithms and graph metric, give a comprehensive performance breakdown and provide insights with the results.

4.1 Overview

4.1.1 Preliminaries

In this section, I introduce the basic notions used in this paper.

Consider a graph $G = (\mathcal{V}, \mathcal{E}, w)$, where $\mathcal{V}$ and $\mathcal{E}$ denotes the set of vertices and edges in $G$ respectively, and $w$ denotes the weights of the edges. A graph can be either directed or undirected. In a directed graph, each edge has a source and a destination vertex, while an undirected graph implies a bidirectional relationship. Furthermore, a graph can be weighted
or unweighted; in an unweighted graph, all edges have a default weight of 1. \(|\mathcal{V}|, |\mathcal{E}|\) represent the number of vertices and edges, respectively. A graph is considered connected if a path exists between any pair of vertices \([20]\). The adjacency matrix is denoted by \(A\), with the entries in \(A\) defined as:

\[
A_{ij} = \begin{cases} 
    w_{i \rightarrow j} & \text{if } e_{ij} \in \mathcal{E}, \\
    0 & \text{otherwise}.
\end{cases}
\]

The graph Laplacian matrix is denoted by \(L\) defined as follows:

\[
L_{ij} = D - A = \begin{cases} 
    \text{deg}(v_i) & \text{if } i = j, \\
    -w_{i \rightarrow j} & \text{if } e_{ij} \in \mathcal{E}, \\
    0 & \text{otherwise}.
\end{cases}
\]

Note that the Laplacian matrix is only considered for undirected graphs, thus the graph Laplacian is a positive semi-definite matrix. I now present a formal definition of the graph sparsification problem.

**Definition 1 (Graph Sparsification)** Let \(G = (\mathcal{V}, \mathcal{E}, \mathbf{w})\) be a given graph. A sparsified subgraph \(H = (\mathcal{V}, \tilde{\mathcal{E}}, \tilde{\mathbf{w}})\) is constructed such that \(|\tilde{\mathcal{E}}| = (1 - \rho)|\mathcal{E}|\). The function \(f\) that creates \(H\) from \(G\), \(H = f(G)\), is called a graph sparsification algorithm (also referred to as a sparsifier), while \(\rho\) is defined as the prune rate.

This study focuses solely on edge sparsification, implying that the original vertex set is kept while selecting a subset of edges. This approach is adopted for several reasons: 1) the edge set typically possesses a significantly larger size than the vertex set and contains more redundant information, 2) the majority of sparsification algorithms focus on pruning edges rather than vertices, and 3) most graph metrics require the complete set of vertices for evaluating the performance of sparsification algorithms.
4.1.2 Graph Metrics

4.1.2.1 Basic Metrics

This section introduces some fundamental graph metrics.

Degree Distribution. The degree of a vertex is defined as the number of edges incident to it. The degree distribution provides a comprehensive perspective on the graph’s structure, enabling the classification of different types of graphs. For instance, a randomly generated graph might exhibit a uniform degree distribution, whereas a real-world social network has a power-law distribution.

Laplacian Quadratic Form. This is defined as $x^T L x$, where $L$ represents the graph Laplacian, and $x \in \mathbb{R}^{|V|}$ is an arbitrary vector. The Laplacian quadratic form is a fundamental quantity in graph theory [39], and it facilitates the analysis of various graph properties, including connectivity and spectral characteristics [32].

4.1.2.2 Distance Metrics

This section includes a collection of metrics associated with the pairwise distances between vertices in graphs.

All Pairs Shortest Path (APSP). APSP measures the minimum distance between any pair of source vertex $u$ and destination vertex $v$. Breadth-First Search (BFS) and Dijkstra’s algorithm [55] are often used to determine APSP. Distance captures the proximity between two vertices. APSP are used in various domains such as data center network design [50] and urban service system planning [122].

Diameter. The diameter of a graph $G$ is defined as the maximum distance between any pair of vertices $u$ and $v$. If $G$ is disconnected, its diameter is considered infinite. The diameter is useful in various applications, including transportation network planning [38] and the analysis of routing and communication network quality [57].

Vertex Eccentricity. Vertex eccentricity is defined as the length of the longest shortest
path from a source vertex s to all other vertices in G. Note that the minimum eccentricity is the graph radius, and the maximum eccentricity is the graph diameter. Vertex eccentricity is infinite for disconnected graphs. It identifies vertices located near the geometrical center of the graph. Vertex eccentricity has practical applications in identifying network periphery in routing network [102, 137]. Or identifying proteins readily functionally reachable by other components in protein networks. [137, 114].

4.1.2.3 Centrality Metrics

Centrality measures are a set of metrics employed to assess the significance or ranking of vertices in various manners.

**Betweenness.** Betweenness centrality for vertex v is defined as

$$C_{\text{betweenness}}(v) = \sum_{s \neq v \neq t} \frac{\sigma_{st}(v)}{\sigma_{st}}.$$ 

Here, $\sigma_{st}$ denotes the total number of shortest paths from vertex s to t, while $\sigma_{st}(v)$ refers to the number of shortest paths passing through v. The underlying intuition suggests that vertices appearing on numerous shortest paths exhibit high betweenness centrality. It can be employed to identify hubs in a transportation network [128] or to identify important vertices (people) in social networks [41].

**Closeness.** Closeness centrality [33] of a vertex v is defined as

$$C_{\text{closeness}}(v) = \frac{1}{\sum_u d(u, v)}.$$ 

Here, $d(u, v)$ represents the shortest distance between vertices u and v. The underlying intuition is that vertices with a shorter average distance to all other reachable vertices exhibit high closeness centrality. It can identify essential genes in protein-interaction networks [71] or crucial metabolites in metabolic networks [101].
**Eigenvector.** The eigenvector centrality of a vertex $v$ is defined as

$$C_{\text{eigenvector}}(v) = \frac{1}{\lambda} \sum_{u \in N(v)} C_{\text{eigenvector}}(u).$$

where $N(v)$ is the neighbour of $v$, and $\lambda$ is the greatest eigenvalue of the adjacency matrix $A$. Eigenvector centrality measures the influence of a vertex [22]. A high eigenvector score means a vertex is connected to many vertices whose eigenvector scores are also high [110]. Google’s PageRank [113] and Katz centrality are two variants of eigenvector centrality. Katz centrality is discussed in the next paragraph and PageRank in Section 4.1.2.5. Eigenvector centrality is useful for assessing opinion influence in sociology and economics [120], or the firing rate of neurons in neuroscience [62].

**Katz.** Katz centrality quantifies the influence of a vertex by considering the number of immediate neighbors and vertices connected to those immediate neighbors [82]. Distant neighbors are penalized by an attenuation factor $\alpha^k$, where $k$ represents the hop distance from the central vertex. In this paper, I use $\alpha = 1/(\text{max}(\text{degree}) + 1)$. The eigenvector centrality is defined as

$$C_{\text{Katz}}(v) = \sum_k \sum_u \alpha^k (A^k)_{uv}.$$

4.1.2.4 Clustering Metrics

Graph clustering groups vertices into communities, ensuring dense connections within communities and sparse connections between communities. This section covers graph clustering-related metrics.

**Number of communities.** The most basic metric in graph clustering is the number of communities. For graphs with a known number of communities $k$, certain clustering algorithms, such as k-means [98], can construct exactly $k$ communities. Alternatively, some algorithms like agglomerative clustering [109] and DBSCAN [58] can automatically determine the optimal number of clusters.
**Local Clustering Coefficient (LCC).** LCC of a vertex $v$ represents the proportion of pairs of neighbors of $v$ that are connected. It evaluates the density of connections among the neighbors of a vertex [19]. The LCC is defined as follows:

$$LCC(v) = \frac{|\{e_{jk} : j, k \in N_v, e_{jk} \in E\}|}{\alpha k_v(k_v - 1)}.$$  

where $N_v$ denotes the set of neighbors of the vertex $v$, and $k_v$ is the number of neighbors of vertex $v$. Here, $\alpha = 1$ for directed graphs, and $\alpha = 0.5$ for undirected graphs. LCC, originally proposed by Watts and Strogatz, is used to determine whether a graph is a small-world network [143]. **Mean clustering coefficient (MCC)** is the mean of the local clustering coefficient of all vertices.

**Global Clustering Coefficient (GCC).** GCC [100] measures the fraction of closed triplets in all triplets. A triplet of nodes can consist of two (open) or three (closed) undirected edges [19].

$$GCC(v) = \frac{\#\text{Closed triplets}}{\#\text{All triplets}}.$$  

**Clustering F1 score.** The F1 score can be employed to assess the similarity between a given clustering and a reference clustering [103]. Suppose there are $k$ clusters $C_i$ ($i \in [1, k]$) obtained from a specific algorithm for graph $G$ and $s$ reference clusters $R_j$ ($j \in [1, s]$) to compare with. Note that $s$ may not be equal to $k$. The following matrix illustrates the relationship between $C_i$ and $R_j$:

$$
\begin{array}{cccc}
R_1 & R_2 & \ldots & R_s \\
C_1 & a_{11} & a_{12} & \ldots & a_{1s} \\
C_2 & a_{21} & a_{22} & \ldots & a_{2s} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C_k & a_{k1} & a_{k2} & \ldots & a_{ks} \\
\end{array}
$$
In this matrix, \( a_{ij} \) represents the number of vertices shared between cluster \( C_i \) and reference cluster \( R_j \). The precision and recall of the clustering are defined as follows:

\[
\text{Precision} = \frac{\sum_{i \in [1,k]} \max_j \{a_{ij}\}}{\sum_{i \in [1,k]} \sum_{j \in [1,s]} a_{ij}}, \quad \text{Recall} = \frac{\sum_{i \in [1,k]} \max_j \{a_{ij}\}}{n}
\]

Subsequently, the F1 score for clustering is defined as:

\[
F_1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

The F1 score ranges from 0 to 1, where a higher value indicates greater similarity between the clustering \( C \) and the reference \( R \).

Table 4.1: Metrics’ applicability to types of graphs.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Directed</th>
<th>Weighted</th>
<th>Unconnected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree Dist.</td>
<td>✓</td>
<td>●</td>
<td>✓</td>
</tr>
<tr>
<td>Diameter</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Eccentricity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>APSP</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Betweenness Cent.</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Closeness Cent.</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Eigenvector Cent.</td>
<td>✓*</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Katz Cent.</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>#Communities</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>LCC</td>
<td>✓</td>
<td>●†</td>
<td>✓</td>
</tr>
<tr>
<td>MCC</td>
<td>✓</td>
<td>●†</td>
<td>✓</td>
</tr>
<tr>
<td>GCC</td>
<td>✓</td>
<td>●†</td>
<td>✓</td>
</tr>
<tr>
<td>Clustering F1 Sim</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PageRank</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Min-cut/Max-flow</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>GNN</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

* For directed graphs, the left eigenvector is used. A left eigenvector is an eigenvector satisfies \( X_L A = \lambda_L X_L \), where a right (by default) eigenvector satisfies \( A X_R = \lambda_R X_R \).
† Weight not used, same as unweighted.
‡ In unconnected graphs, pairwise distance can be infinite, and min-cut max-flow can be zero if two terminals selected are in different communities. I exclude these pairs in the evaluation.
4.1.2.5 Application-level Metrics

In this section, I discuss metrics that are used in applications.

**PageRank.** PageRank, initially designed to rank web pages [113], is a foundational algorithm for Google’s search engine. The underlying concept suggests that pages linked by numerous important pages bear greater significance. PageRank computation typically employs the power method. Each page (vertex) is assigned an initial score and iteratively calculates a new score by adding up $1/k$ of the scores of pages linked to it, where $k$ represents the number of outgoing links from the source page. Eventually, the computation converges, and the score of each page indicates its importance within the network. The primary distinction between PageRank and eigenvector centrality (§ 4.1.2.3) lies in PageRank’s specificity for web-page ranking, incorporating $1/k$ factor and additional parameters like damping factor [40] for better robustness and accuracy, while eigenvector centrality is more suitable for general graph analysis, not necessarily involve directed or weighted graphs.

**Min-cut and Max-flow.** In graph theory, a cut refers to the partitioning of a graph’s vertices into two disjoint subsets [21]. A minimum $s$-$t$ cut, or min-cut, represents the cut with the smallest total weight of edges that disconnect the source vertex $s$ from the sink vertex $t$. The maximum flow, or max-flow, denotes the maximum amount of flow that can traverse from the source vertex $s$ to the sink vertex $t$, where the edge weight represents the flow capacity. The max-flow and min-cut problems are equivalent, as the maximum flow a network can accommodate is constrained by the network’s narrowest intersection, which is the min-cut. Min-cut and max-flow can be applied to identify bottlenecks in water networks, road networks, or electrical networks [119, 24].

**Graph Neural Networks (GNNs).** GNNs [127] are neural networks that operate on graphs. GNNs learn from the graph structure by aggregating information from neighboring vertices or edges and feeding the information to multi-layer perception (MLP) layers for training. Some famous GNN models include Graph Convolutional Network (GCN), Graph
Attention Network (GAT), and ChebNet [85, 53, 140]. GNN can be used for classification or prediction on vertex, edge, or graph-level tasks [160, 92, 54].

I summarize the graph metrics discussed and their applicability to different types of graphs in table 4.1.

4.1.3 Graph Sparsification Algorithms

Graph sparsification is to approximate a given graph by a graph with fewer vertices or edges. In this work, I consider graph sparsification algorithms that keep the same vertices of the original graph and only remove edges. This is because most of the metrics discussed in the previous section are vertex-centric; for example, distance metrics are for each vertex or each pair of vertices; centrality metrics are about the ranking of vertices; PageRank is the vertex ranking; min-cut and max-flow are also vertex pairwise.

In this section, I discuss graph sparsification algorithms evaluated in this work; they constitute the most widely used and representative sparsification algorithms.

4.1.3.1 Random Sparsifier

The simplest way to sparsify the graph is by randomly sampling a subset of edges to keep it in the sparsified graph. This is referred to as the Random sparsifier. It samples all edges in the graph with equal probability and thus can be used to preserve vertex-relative (distribution-based and ranking-based) properties. Random sparsifier is employed in GraphSAGE for neighbor sampling [73].

4.1.3.2 K-Neighbor Sparsifier

K-Neighbor sparsifier [124] selects $k$ edges for each vertex, and if a vertex has less than $k$ vertices, all of its edges are included. The edges are selected with probability proportional to their weights (uniform for unweighted graphs). It can be used in Laplacian smoothing [124]. K-Neighbor guarantees each vertex has at least $k$ edges, so it can be applied if the downstream task requires high graph connectivity.
Table 4.2: Sparsifiers’ applicability to types of graphs and characteristics. Note that all sparsifiers work for undirected, unweighted, and connected graphs because they are special cases of directed, weighted, and unconnected graphs, so they are not listed. Deterministic means whether the sparsifier generates the same sub-graph every time.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Random (RN)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>$O(</td>
</tr>
<tr>
<td>K-Neighbor (KN)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>$O(</td>
</tr>
<tr>
<td>Rank Degree (RD)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>$O(</td>
</tr>
<tr>
<td>Local Degree (LD)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>$O(</td>
</tr>
<tr>
<td>Spanning Forest (SF)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>$O(</td>
</tr>
<tr>
<td>l-Spanner (SP-l)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>$O(</td>
</tr>
<tr>
<td>Forest Fire (FF)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>$O(</td>
</tr>
<tr>
<td>L-Spar (LS)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>$O(</td>
</tr>
<tr>
<td>G-Spar (GS)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>$O(</td>
</tr>
<tr>
<td>Local Similarity (LSim)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>$O(</td>
</tr>
<tr>
<td>SCAN</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>$O(</td>
</tr>
<tr>
<td>ER</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>$O(</td>
</tr>
</tbody>
</table>

The header of each column is: D? means whether the sparsifier works on a directed graph. W? means whether the sparsifier works on a weighted graph. Un-C? means whether the sparsifier works on an un-connected graph. PRC is prune rate control, and it means whether the sparsifier has a fine-grain, coarse-grain, or no control over the prune rate. WC? means whether the sparsifier makes weight changes to in the sparsified graph. Det? means whether the sparsifier generates deterministic results across runs. * Need to specify using in-degree or out-degree; in this work, I use out-degree.

** $|V|$ = #Vertices, $|E|$ = #Edges, $\rho$ = prune rate, $r$ = burnt ratio, $k$ = #minwise hash. It can be a range for some sparsifiers because different optimal algorithms can be used according to graph properties.

† Seeds are randomly selected, thus edges from communities with fewer vertices are less likely to be included.

‡ Subject to constraint. Indirect or coarser grain control or has an upper limit for prune rate.

4.1.3.3 **Rank Degree** Sparsifier

Rank Degree sparsifier [141] starts with selecting a random set of “seed” vertices. Subsequently, the vertices with edges to the seed vertices are ranked according to their degree in descending order. The edges connecting each seed vertex to its top-ranked neighbors are selected and incorporated into the sparsified graph. The recently added nodes in the graph serve as new seeds to search for additional edges. This process continues until the target sparsification limit is reached. Rank Degree biases to high-degree vertices, which are considered the hub vertices in a graph, so it excels at keeping edges incident to the important vertices in graphs.

4.1.3.4 **Local Degree** Sparsifier

Similar to the Rank Degree sparsifier, the Local Degree sparsifier [72] preserves edges incident to high-degree vertices, but in a deterministic manner. For each vertex, Local Degree
incorporates edges to the top $\deg(v)^\alpha$ neighbors ranked by their degree in descending order, where $\alpha \in [0, 1]$ controls the degree of sparsification. Another difference compared to Rank Degree is that Local Degree sparsifier makes sure each vertex will have at least one edge, so Local Degree sparsifier is a good choice when one desires to keep both graph connectivity and edges incident to important vertices.

4.1.3.5 Spanning Forest

A spanning tree is a subgraph that constitutes a tree (a connected graph without a cycle [18]) and includes all the vertices in the graph [17]. A Spanning Forest consists of multiple spanning trees. Kruskal’s algorithm [87] and Prim’s algorithm [118] can be used to construct a Spanning Forest. Although it is not strictly a sparsifier, as the prune rate cannot be controlled, Spanning Forest is included because it reduces the size of graphs and is a fundamental notion in graph theory. Spanning Forest is helpful when one strictly wants to keep the graph connectivity the same as the original graph.

4.1.3.6 t-Spanner

A spanner is a subgraph approximating the pairwise distances between vertices in the original graph. A t-Spanner is defined as a subgraph such that any pairwise distance is at most $t$ times the distance in the original graph, which can be formally expressed as:

$$\forall u, v \in V, d_H(u, v) \leq td_G(u, v)$$

In this equation, $t (> 1)$ denotes the stretch factor. A greedy algorithm [27] is employed for constructing t-spanners. This algorithm starts with an empty edge set and then iteratively adds the edge $e_{uv}$ if the distance $d_H(u, v)$ between the vertices $u$ and $v$ in the current graph exceeds $t$ times the weight of $e_{uv}$. The process continues until all edges have been considered. In addition to strictly keeping the graph connectivity, t-Spanner provides a better guarantee on the pairwise distances between vertices and is a better choice than Spanning Forest when
such a property is desired.

4.1.3.7 Forest Fire

The Forest Fire model is a generative model for graphs, originally proposed by Leskovec et al. [90]. The concept involves constructing the graph by adding one vertex at a time and forming edges to certain subsets of the existing vertices. When a new vertex $u$ is added to the graph, it connects to an existing vertex $v$ in the graph. Subsequently, it “spreads” from $v$ to other vertices in the graph with a certain predefined probability, creating edges between $v$ and the newly discovered vertices. This process assembles “burning” through edges probabilistically, hence the name Forest Fire [90].

4.1.3.8 Similarity-based sparsifiers

Similarity-based sparsifiers constitute a group of sparsifiers based on similarities between vertices measured by specific metrics.

Jaccard similarity [108] measures the similarity between two sets by computing the portion of shared neighbors between two nodes ($u$ and $v$), as defined below:

$$JaccardSimilarity(u, v) = \frac{|\mathcal{N}(u) \cap \mathcal{N}(v)|}{|\mathcal{N}(u) \cup \mathcal{N}(v)|}$$

The Jaccard score of an edge is the Jaccard similarity between two constituent vertices of the edge. Once Jaccard scores are computed, they can be used to perform similarity-based sparsifications.

Global Sparsifiers. Global sparsifiers select edges based on similarity scores globally. *Global Jaccard sparsifier (G-Spar)* sorts the Jaccard scores globally and then selects the edges with the highest similarity score. *SCAN* [150] uses structural similarity measures to detect clusters, hubs, and outliers. The SCAN similarity score is a modified version of the Jaccard
score, defined as follows:

$$SCANSimilarity(u, v) = \frac{|N(u) \cap N(v)| + 1}{\sqrt{\deg(u) + 1}(\deg(v) + 1)}$$

Once the scores are computed, the edges in the sparsified graph are included from high-score edges to low-score edges.

**Local Sparsifiers.** Similarity scores can also be used to select edges in a local way. The local Jaccard similarity sparsifier (L-Spar) [125] includes $d^c$ edges with the highest Jaccard scores incident to each vertex locally, where $c$ is a parameter. The Local Similarity sparsifier works similarly to L-Spar, but it further ranks edges using the Jaccard score and computes $\log(rank(edge))/\log(\deg(v))$ as the similarity score. Finally, Local Similarity sparsifier selects edges with the highest similarity scores.

The L-Spar and Local Similarity sparsifiers are particularly useful for preserving local structure in the graph, such as clustering. They can be applied to social network analysis and recommendation systems. By focusing on local similarities between vertices, these sparsifiers provide a more accurate representation of the original graph’s local properties compared to other sparsifiers.

Table 4.3: Graph datasets information.

<table>
<thead>
<tr>
<th>Category</th>
<th>Name</th>
<th>D?</th>
<th>W?</th>
<th>C?</th>
<th>#Nodes</th>
<th>#Edges</th>
<th>Density</th>
<th>source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Network</td>
<td>ego-Facebook</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>4,039</td>
<td>88,234</td>
<td>1.08E-02</td>
<td>snap [91]</td>
</tr>
<tr>
<td></td>
<td>ego-Twitter</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>81,306</td>
<td>1,768,149</td>
<td>2.67E-04</td>
<td>snap [91]</td>
</tr>
<tr>
<td>Gene</td>
<td>human_gene2</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>14,340</td>
<td>9,041,364</td>
<td>8.79E-02</td>
<td>SuiteSparse [51]</td>
</tr>
<tr>
<td>Community Network</td>
<td>com-DBLP</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>317,080</td>
<td>1,049,866</td>
<td>2.09E-05</td>
<td>snap [91]</td>
</tr>
<tr>
<td></td>
<td>com-Amazon</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>334,863</td>
<td>925,872</td>
<td>1.65E-05</td>
<td>snap [91]</td>
</tr>
<tr>
<td>communication</td>
<td>email-Enron</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>36,692</td>
<td>183,831</td>
<td>2.73E-04</td>
<td>snap [91]</td>
</tr>
<tr>
<td>Collaboration</td>
<td>ca-AstroPh</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>18,772</td>
<td>198,110</td>
<td>1.12E-03</td>
<td>snap [91]</td>
</tr>
<tr>
<td></td>
<td>ca-HepPh</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>12,008</td>
<td>118,521</td>
<td>1.64E-03</td>
<td>snap [91]</td>
</tr>
<tr>
<td>Web</td>
<td>web-BerkStan</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>685,230</td>
<td>7,600,595</td>
<td>1.62E-05</td>
<td>snap [91]</td>
</tr>
<tr>
<td></td>
<td>web-Google</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>875,713</td>
<td>5,105,039</td>
<td>6.66E-06</td>
<td>snap [91]</td>
</tr>
<tr>
<td></td>
<td>web-NotreDame</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>325,729</td>
<td>1,497,134</td>
<td>1.41E-05</td>
<td>snap [91]</td>
</tr>
<tr>
<td></td>
<td>web-Stanford</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>281,903</td>
<td>2,312,497</td>
<td>2.91E-05</td>
<td>snap [91]</td>
</tr>
<tr>
<td>GNN</td>
<td>Reddit</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>232,905</td>
<td>57,307,946</td>
<td>2.11E-03</td>
<td>pyg [73]</td>
</tr>
<tr>
<td></td>
<td>ogbn-proteins</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>132,534</td>
<td>39,561,252</td>
<td>4.50E-03</td>
<td>ogb [136, 76]</td>
</tr>
</tbody>
</table>

The header of each column is: D? means whether the graph is directed. W? means whether the graph is weighted. C? means whether the graph is connected.
4.1.3.9 Effective Resistance (ER) Sparsifier

The concept of Effective Resistance (ER) is derived from the analogy of an electrical circuit and applied to a graph. In this context, edges represent resistors, and the effective resistance of an edge corresponds to the potential difference generated when a unit current is introduced at one end of the edge and withdrawn from the other.

I refer readers to [132] for the details of how ER is calculated. Once the effective resistance is calculated, a sparsified subgraph can be constructed by selecting edges with a probability proportional to their effective resistances. Notably, Spielman and Srivastava further proved that the quadratic form for Laplacian of such sparsified graphs is close to that of the original graph. Then the following inequality holds for the sparsified subgraph with high probability:

$$\forall x \in \mathbb{R}^{|V|} \quad (1 - \epsilon)x^T \hat{L}x \leq x^T \tilde{L}x \leq (1 + \epsilon)x^T Lx$$

where $\tilde{L}$ is the Laplacian of the sparsified graph, and $\epsilon > 0$ is a small number. The insight is that ER reflects the significance of an edge. ER is a spectral sparsifier, and it aims to preserve the quadratic form of the graph Laplacian. It can be applied to applications that rely on the quadratic form of graph Laplacian, such as min-cut/max-flow.

I list the sparsifiers discussed in the section and their applicability to types of graphs, features, and time complexity in table 4.2.

4.1.4 Datasets

Table 4.3 lists the graph datasets used in this work; I select graphs from various categories with different characteristics, sizes, and densities to ensure the diversity of graphs.
4.2 Experimental Setup

4.2.1 Graph Preparation

The graphs employed in this study are sourced from multiple graph dataset suites. I carry out essential pre-processing steps on all graphs to ensure their proper preparation for sparsifier execution and metric evaluation. The process can be summarized as follows:

1. I remove vertices with no edge incidence (i.e., isolated vertices), as they do not contribute to graph information and can induce noise in metric evaluations. Then, vertices are re-indexed to be zero-based and continuous.

2. For each directed graph, an undirected version is generated by symmetrizing each edge (i.e., adding a [dst, src] edge to the graph if it does not already exist). This ensures that sparsifiers that only operate on undirected graphs can function properly. Other sparsifiers are still applied to the original directed graphs.

4.2.2 Graph Sparsification

In this section, I cover additional information regarding the graph sparsifiers. When applying sparsifiers:

1. I sweep the prune rate from 0.1 to 0.9, with a step of 0.1. Some sparsifiers have a coarser prune rate granularity (e.g., K-Neighbor, L-Spar), and I attempt to align them with the specified prune rate. Some sparsifiers have a maximum prune rate (e.g., Local Degree, K-Neighbor), so I sweep up to their maximum prune rate. Certain sparsifiers have no control over the prune rate and only support a single prune rate (e.g., Spanning Forest, t-Spanner), and I retain them as is.

2. For non-deterministic sparsifiers, the inherent randomness in the algorithm produces different sub-graphs in each run. In such cases, I generate 10 graphs at each prune rate,
measure graph metrics using the mean value, and indicate their standard deviation in the results. For deterministic sparsifiers, I generate a single graph at each prune rate.

3. For the Effective Resistance sparsifier, since it is the only one that modifies edge weights, I consider two variants denoted as ER-weighted and ER-unweighted, respectively.

4.2.3 Graph Metrics

In this section, I cover additional information regarding the measurement of sparsifiers’ quality on graph metrics.

4.2.3.1 Basic Metrics

**Graph connectivity.** I employ the source-destination pair unreachable ratio and the vertex isolated ratio to measure graph connectivity. The former represents the fraction of vertex pairs that do not have a path connecting them. The latter signifies the proportion of isolated vertices, meaning no edges are incident to them. Both of these ratios provide insights into the overall connectivity of a graph when assessing the effectiveness of sparsification methods.

**Degree Distribution.** I assess how closely the similarity of the degree distribution of the sparsified graphs and that of the original graph using the Bhattacharyya distance [35], defined as:

\[ B_d(P, Q) = -ln\left(\sum_{x \in X} \sqrt{P(x)Q(x)}\right) \]

where \( P \) and \( Q \) are two distributions. A value closer to 0 indicates a higher similarity in distribution. I evenly divide the discrete degree distribution into 100 bins for all graphs.

**Quadratic Form Similarity.** To evaluate this, I generate 100 vectors \( \mathbf{x} \) with random entries. Next, I compute the quadratic form \( \mathbf{x}^T \mathbf{Lx} \) for the original and the sparsified graphs. Then, I use the mean quadratic form ratio to assess the sparsification quality.
4.2.3.2 Distance Metrics

**APSP and Eccentricity.** The computation of the All-Pair-Shortest-Path (APSP) is time-consuming for large graphs. Therefore, I randomly sample 100,000 source-destination pairs, referred to as Some-Pair-Shortest-Path (SPSP), and report the average stretch factor, defined as the distance ratio between the same pair in the sparsified and the original graph. I exclude pairs belonging to different communities. Similarly, I randomly select 1000 vertices to represent the eccentricity of all vertices.

**Diameter.** Computing the true diameter requires performing APSP, which is impractical on large graphs. I employ an approximate diameter algorithm [55]. The algorithm starts with a randomly chosen source vertex, identifies a target vertex farthest from it, and iteratively repeats the process using the target vertex as the new source vertex. I validated the approximate diameter against the true diameter on small graphs and verified that they are closely aligned. To minimize potential bias introduced by the initial source vertex selection, each graph is assessed using 10 different randomly chosen seed vertices to obtain the mean diameter.

4.2.3.3 Centrality Metrics

I employ the top-k precision to evaluate the quality of centrality metrics. First, vertices are ranked according to their centrality scores. Then, the top-k vertices in the sparsified graphs are compared with those in the full graph. The proportion of overlapping vertices is referred to as the top-k precision. In this paper, I set k to 100 because, typically, only a small subset of vertices in graphs are critical, and accurately ranking them is more important.

**Betweenness Centrality.** Actual betweenness centrality calculation also requires computing APSP. In this paper, I adopt an approximate betweenness centrality algorithm proposed by Geisberger et al. [66]. The algorithm is sampling-based, and a higher sampling number achieves better estimation quality. I use a sampling number of 500 and compare it with exact betweenness on small graphs, confirming the results are closely aligned.
4.2.3.4 Application-level Metrics

**Min-cut/Max-flow.** I randomly sample 100,000 src-dst pairs and measure the min-cut/max-flow on both the original and sparsified graphs. Then, I use the mean stretch factor between the sparsified and the original graph to evaluate the sparsification quality.

**GNN.** For GNNs, I evaluate two models: GraphSAGE and ClusterGCN. The quality is measured in test accuracy or Area Under the Receiver Operating Characteristics (AUROC). AUROC ranges from 0.5 to 1. A higher accuracy or AUROC indicates better GNN performance. For both GNN models, I train the network with sparsified graph and test on the full graph because 1) training is the most time-consuming part and is the most meaningful to apply sparsification, 2) testing on the full graph reveals how well the sparsified graph captures full graph’s characteristics.

4.2.4 Software Framework

My software evaluation framework integrates several open-source libraries and my custom implementations. I use `NetworKit`[133] for multiple sparsifiers and `Laplacians.jl`[131] for the effective resistance sparsifier. I also implemented the `K-Neighbor`, `Rank Degree`, `L-Spar`, and `t-Spanner` algorithms.

For the evaluation metrics, I employ both `NetworKit` [133] and `graph-tool` [116] for implementations of several discussed distance, centrality, clustering, and min-cut/max-flow metrics. I use `PyG` [60] to implement the graph neural networks. Additionally, I implemented degree distribution and quadratic form evaluation.

The framework is open-sourced and extendable to incorporate more sparsification algorithms and graph metrics.

4.2.5 Hardware Platform

The experiments in this paper are performed on a server with an Intel Xeon Platinum 8380 CPU with 1 TB of memory. The graph neural networks run on an Nvidia A40 GPU with 48
4.3 Results

In this section, I evaluate the impact of various sparsifiers on the quality of graph metrics at different prune rates. I perform comprehensive experiments on all sparsifiers, graph metrics, and datasets discussed in this paper. Due to the extensive nature of the experiments (over 30,000 data points), I can only show a subset of performance results in the figures. The full results are available in the appendix. I adhere to the following rules to present the results without bias: (1) for readability, I only show a representative subset of sparsifiers for each graph metric, including those that perform well or poorly and those that yield interesting outcomes; (2) I always include Random as it serves as a naive sparsifier for comparison; (3) I select at least one representative graph for each graph metric and discuss any discrepancies observed in other graphs. I then compare sparsification times and briefly discuss the overhead associated with sparsification. Finally, I summarize the results and provide insights.

4.3.1 Basic Metrics

Figures 4.1a and 4.1b show the source-destination pair unreachable ratio and vertex isolated ratio, respectively. As the prune rate increases, the graph becomes more disconnected, leading to an increase in isolated vertices. K-Neighbor excels at preserving graph connectivity because it ensures that each vertex retains at least \( k \) edges. Two local sparsifiers, Local Degree and Local Similarity, also show strong performance since they both select edges to maintain locally, guaranteeing at least one edge for each vertex. ER performs well by retaining high-resistance edges, which are the low-redundancy edges crucial for maintaining graph connectivity. Spanning Forest and t-Spanners preserve the same level of connectivity as the original graph, as ensured by the algorithms. Random does not effectively preserve graph connectivity because it does not attempt to maintain edges critical for connectivity. G-Spar and SCAN retain edges connecting similar vertices on a global scale, and these edges...
are often intra-community edges that are not crucial for preserving connectivity, resulting in the poorest performance. The acceptable unreachable/isolated ratio can be customized according to specific applications. In this paper, I consider an increase of 20% or more in the unreachable/isolated ratio compared to the original graph as excessive (shown as the grey area in Figures 4.1a and 4.1b).

![Graph Connectivity on ca-AstroPh.](image)

**Degree Distribution.** Figure 4.2 illustrates the degree distribution on ogbn-proteins. A lower Bhattacharyya distance signifies a more similar degree distribution to the original graph. Random demonstrates the best performance in preserving the degree distribution. This is because Random treats all edges without bias, thus maintaining the same proportion of edges for all vertices and keeping a similar degree distribution. Most graphs exhibit a
Figure 4.2: Degree distribution comparison on ogbn-proteins. Lower is better. Random performs the best, Local Degree and Forest Fire do not do well in preserving degree distribution.

For instance, Local Degree and Rank Degree retain edges connected to high-degree vertices. Conversely, K-Neighbor maintains up to K edges for all vertices, eliminating surplus edges from high-degree vertices. These biases negatively impact the preservation of the degree distribution. Among all sparsifiers, Random consistently performs well across all graphs, while Local Degree, Rank Degree, K-Neighbor, and Forest Fire under-perform on most graphs. The performance of other sparsifiers moderately fluctuates across graphs due to different graph characteristics.

Laplacian Quadratic Form. Figure 4.3 displays the Laplacian quadratic form similarity on com-Amazon. A value closer to 1 indicates better quality. From the figure, ER-weighted emerges as the clear winner. This is because the Laplacian quadratic form is the specific attribute ER-weighted is designed to preserve. Note that only ER-weighted possesses this property. ER-unweighted, along with other sparsifiers, exhibits no capability to preserve Laplacian quadratic form similarity at all, and they show the same pattern as Random. The pattern observed on com-Amazon is consistent across other undirected graphs. For directed graphs (not shown due to space limit), the Laplacian quadratic form ratio for ER-weighted is no longer guaranteed to be close to 1; this is because the symmetrization process deviates the graph’s spectral property from that of the original directed graph. However, ER-weighted...
still maintains a constant ratio and offers a better guarantee than other sparsifiers.

4.3.2 Distance Metrics

**SPSP.** A practical sparsifier should keep the mean stretch factor close to 1 while keeping the unreachable ratio relatively low. Figure 4.4a shows the mean stretch factor of 100,000 sampled source-destination pairs, with the constraint that the unreachable ratio is < 20% over that in the original graph (white area in figure 4.1a). This allows for a comparison of the mean stretch factor without a significant increase in the number of unreachable pairs. *Local Degree* and *Rank Degree* demonstrate the best performance in preserving distances while maintaining a low unreachable ratio. This is because both of them bias towards preserving edges of high-degree vertices, which are typically hub vertices in the graph and often lie along many shortest paths.

*L-Spar*, *ER-unweighted*, *Forest Fire*, and *K-Neighbor* also exhibit strong performance due to their ability to maintain graph connectivity. Conversely, *G-Spar* and *SCAN* perform poorly as they rapidly increase the unreachable ratio and have a higher stretch factor. Although *Spanning Forest* and *t-Spanners* have a relatively high stretch factor, they guarantee the
Figure 4.4: (a) Adjusted SPSP stretch factor of sparsifiers on ca-AstroPh with the constraint of acceptable pair unreachable ratio. (b) Adjusted eccentricity stretch factor of sparsifiers on ca-AstroPh with the constraint of acceptable vertex isolated ratio. (c) Diameter comparison on ego-Facebook. For the stretch factor, closer to 1 is better. For graph diameter, closer to ground truth (green line) is better. Rank Degree and Local Degree have the best performance. G-Spar and SCAN do not perform well.
connectivity of the original graph, allowing them to maintain the unreachable ratio. \emph{t-Spanners} fulfill the guarantee that the stretch factor is at most \( t \) but empirically show a higher mean stretch factor than \emph{Local Degree}. \emph{t-Spanners} is useful when connectivity is paramount, and a slightly higher stretch factor is tolerable.

\textbf{Eccentricity.} Figure 4.4b presents the performance of sparsifiers with the vertex isolation ratio is \(< 20\% \) higher than that in the original graph (white area in figure 4.1b). \emph{Local Degree} and \emph{Rank Degree} best preserve eccentricity while keeping the unreachable ratio low. \emph{L-Spar, ER-unweighted, Forest Fire,} and \emph{K-Neighbor} also show strong performance due to their ability to maintain graph connectivity. \emph{G-Spar} and \emph{SCAN} perform poorly compared to other sparsifiers. \emph{Spanning Forest} and \emph{t-Spanners} have a relatively high stretch factor but guarantee the graph connectivity. Additionally, \emph{t-Spanners} provide a theoretical upper bound on the stretch factor, making them suitable for certain scenarios.

\textbf{Diameter.} Figure 4.4c presents the diameters of various sparsified graphs at various prune rates. The green dashed line (8) indicates the diameter measured on the full graph as ground truth. I observe that \emph{Local Degree} and \emph{Rank Degree} perform the best, consistent with their strong performance in preserving distance. \emph{G-Spar, SCAN,} and \emph{Local Similarity} perform poorly compared to other sparsifiers.

In general, distance-related metrics are consistent across graphs. Some graphs (e.g., \emph{com-Ama_azon}) have a lower average degree, causing the unreachable ratio or vertex isolation ratio to increase faster than in other graphs. \emph{Local Degree} and \emph{Rank Degree} consistently demonstrate the best performance for all distance-related metrics; however, \emph{Local Degree} more effectively maintains the connectivity. \emph{G-Spar} and \emph{SCAN} always under-perform because they both tend to keep intra-community edges. This leads to a more disconnected graph and a high unreachable/isolation ratio.
4.3.3 Centrality Metrics

**Betweenness and Closeness Centrality.** Figure 4.5a and 4.5b display the top-100 precision of betweenness centrality on com-DBLP and closeness centrality on ca-AstroPh. *Local Degree*, *Rank Degree*, and *Random* have the best performance. *L-Spar*, *G-Spar*, *SCAN*, and *Forest Fire* do not perform well.

Figure 4.5: Top-100 precision for Betweenness and Closeness centrality. Higher is better. (a) Betweenness centrality on com-DBLP. (b) Closeness centrality on ca-AstroPh. *Local Degree*, *Rank Degree*, and *Random* have the best performance. *L-Spar*, *G-Spar*, *SCAN*, and *Forest Fire* do not perform well.
disconnect graphs. I consistently observe Local Degree, Rank Degree, and Random perform well, and G-Spar and SCAN perform poorly across graphs.

![Graph Comparison](image)

Figure 4.6: Eigenvector centrality top-100 precision comparison on email-Enron. Higher is better. Rank Degree and Random have the best performance. Forest Fire and K-Neighbor do not perform well.

**Eigenvector Centrality.** Figure 4.6 presents the top-100 precision of eigenvector centrality on email-Enron. Rank Degree achieves the best performance because it retains edges connected to high-degree vertices. Although eigenvector centrality is not directly linked to degree, high-degree vertices have a higher probability of being directly or indirectly (via n-hop neighbors) connected to important vertices. In comparison, Local Degree performs worse than Rank Degree since it only considers the degree of immediate neighbors and may disconnect vertices from vital vertices located more than 1-hop away. Random shows strong performance due to its unbiased nature, which helps preserve relative ranking. Both Forest Fire and K-Neighbor under-perform in preserving eigenvector centrality.

**Katz Centrality.** Figure 4.7 illustrates the top-100 precision of Katz centrality on ego-Twitter. Random demonstrates the most effective performance. This is because Random proportionally maintains the number of edges relative to the original degree for all vertices. Thus, the graph’s hop structure closely resembles its original state. Empirically, K-Neighbor and ER-unweighted also exhibit strong performance. Local Degree and Rank Degree do not perform well since they solely focus on degree, thereby only accounting for immediate
neighbors. Therefore, vertices with low-degree immediate neighbors but high k-hop ($k > 1$) neighbors are severely penalized. Minor fluctuations in sparsifiers’ relative performance on certain graphs can be attributed to the variation in the attenuation factor $\alpha$. Overall, the performance is consistent across graphs.

In summary, Local Degree, Rank Degree, and Random consistently excel in centrality-related metrics. This is because Local Degree and Rank Degree retain edges connected to hub vertices, and centrality metrics seek important vertices in the graph, which often correspond to hub vertices. Conversely, Random maintains edges without bias, thus effectively preserving the relative vertex ranking.

4.3.4 Clustering Metrics

Number of Communities. I employ the widely recognized Louvain method [37] for community detection, assuming the number of communities is unknown, and use the number detected in the original graph as the ground truth. Figure 4.8 presents a comparison of community numbers on com-DBLP, with the green dashed line representing the ground truth; the closer to it, the better. As the prune rate increases, the graph becomes increasingly disconnected, and the number of communities consistently rises. Local Degree and K-Neighbor excel in maintaining the community number relatively close to the ground truth because it
Figure 4.8: Number of communities comparison on com-DBLP. Closer to the green line is better. Local Degree, Spanning Forest, and t-Spanners have the best performance. G-Spar, Rank Degree, and Random do not perform well.

preserves connectivity. Spanning Forest and t-Spanners also demonstrate strong performance, surpassing Local Degree at equivalent prune rates, as they ensure connectivity remains identical to the original graph. Unlike Local Degree, Rank Degree struggles to preserve the community number because it sparsifies globally without guaranteeing connectivity preservation. In various graphs, Local Degree, Spanning Forest, and t-Spanners consistently outperform.

Clustering Coefficient. Figure 4.9 compares clustering coefficients on com-Amazon and human_gene2. I use the mean clustering coefficient (MCC) to evaluate the local clustering coefficient (LCC), as it represents the average LCC of all vertices. The green dashed lines indicate the MCC and GCC of the original graph. Generally, most sparsifiers exhibit decreasing MCC and GCC as the prune rate rises, with only Local Similarity, SCAN, and G-Spar exhibiting slight increases in MCC at lower prune rates. None of the sparsifiers demonstrate outstanding performance in preserving MCC and GCC, as they all degrade linearly with respect to the prune rate. Spanning Forest and t-Spanners consistently have an MCC of 0 due to the absence of loops in the graph. Clustering coefficient results vary across different graphs, with graph categories and directedness significantly impacting sparsifier performance. Overall, no sparsifier proves effective in preserving clustering coefficients.

Clustering F1 Similarity. Relying solely on the number of communities to evaluate
Figure 4.9: Clustering coefficients comparison. Closer to the green line is better. (a) shows the MCC on com-Amazon (b) shows the GCC on human.gene2. No sparsifier is effective in preserving the clustering coefficient.

Figure 4.10: Clustering F1 similarity comparison of different sparsifiers on ca-HepPh. Higher is better. ER-unweighted, ER-weighted, K-Neighbor, Local Degree, L-Spar, and Local Similarity perform the best. SCAN and G-Spar underperform.
clustering quality is insufficient. Therefore, I employ the clustering F1 score to measure clustering similarity (see § 4.1.2.4). Figure 4.10 shows the clustering F1 similarity comparison on ca-HepPh, with F1 similarity ranging from 0 (worst) to 1 (best). The green dashed line represents the clustering F1 similarity when applying clustering algorithms twice on the original graph; it is not 1 due to the inherent randomness in the clustering algorithm. For all sparsifiers, F1 similarity decreases as the prune rate increases. K-Neighbor exhibits the best overall performance, while Local Similarity, Local Degree, and L-Spar also demonstrate strong results. These sparsifiers share a focus on local edges, and locally similar vertices are more likely to belong to the same community. Empirically, I also observe that ER-weighted and ER-unweighted perform well, potentially due to ER’s preservation of low-redundant edges, which are often crucial in clustering algorithms. In contrast, G-Spar and SCAN perform poorly in preserving clustering similarity. Across graphs, K-Neighbor, Local Degree, Local Similarity, L-Spar, ER-unweighted, and ER-weighted consistently rank as top performers, while G-Spar and SCAN persistently underperform.

4.3.5 High-level Metrics

PageRank. Figures 4.11a and 4.11b present the top-100 precision of PageRank on web-Google and ego-Facebook, respectively. Note that web-Google is a directed graph and ER only supports undirected graphs. Thus, I symmetrize the graph before performing ER. Sparsifiers that work on directed graphs are applied directly.

As illustrated in Figure 4.11a, ER-unweighted and ER-weighted demonstrate high precision and consistency at various prune rates. On all web networks (web-NotreDame, web-BerkStan, web-Google, web-Stanford), the performance of ER remains similar in that precision is almost constant at different prune rates. However, ER does not always achieve the best performance at low prune rates. For some graphs, the precision of ER remains constant but at a lower level. This can be due to the symmetrizing process altering the original graph’s information. The more symmetrical the original graph is, the less influence will be introduced. K-Neighbor
Figure 4.11: PageRank centrality. Higher precision is better. (a) PageRank centrality on web-Google. *K-Neighbor* and *Random* perform the best at a low prune rate, *ER-weighted* and *ER-unweighted* perform the best at a high prune rate. *Local Degree*, *G-Spar*, and *SCAN* do not perform well. (b) PageRank centrality on ego-Facebook. *Rank Degree* has the best performance. *G-Spar* and *SCAN* underperform.

Also shows good performance at low prune rates. In contrast, *G-Spar*, *SCAN*, and *Local Degree* fail to preserve PageRank effectively.

Figure 4.11b reveals *ER* sparsifier’s performance on unweighted graphs, using ego-Facebook as an example. *Rank Degree*, *Local Degree*, *Random*, *K-Neighbor*, *ER-unweighted*, and *ER-weighted* all exhibit similar performance in preserving PageRank. *G-Spar* and *SCAN* continue to underperform. In comparison to directed graphs, *ER* no longer exhibits almost constant precision at varying prune rates on undirected graphs. *Rank Degree* and *K-Neighbor* consistently perform well on both directed and undirected graphs. *Local Degree* displays a
significant discrepancy in performance between directed and undirected graphs, excelling in undirected graphs but consistently underperforming in directed ones. *G-Spar* and *SCAN* show poor performance consistently.

![Adjusted Mean Stretch Factor for min-cut/max-flow with the constraint of acceptable unreachable ratio on ca-HepPh. Closer to 1 is better. *ER-weighted* has the best performance.](image)

**Figure 4.12**: Adjusted Mean Stretch Factor for min-cut/max-flow with the constraint of acceptable unreachable ratio on *ca-HepPh*. Closer to 1 is better. *ER-weighted* has the best performance.

**Min-cut/Max-flow.** Figure 4.12 presents the mean stretch factor on *ca-HepPh*, with the constraint that the unreachable ratio remains < 20% higher than in the original graph. A mean stretch factor closer to 1 means better performance. *ER-weighted* shows the best performance. This can be attributed to *ER* being a spectral sparsifier, which preserves the spectral properties of graphs [132]. Min-cut/max-flow methods are also closely related to the graph spectrum. Flow-based graph partitioning [112] employs the Fiedler vector [61] (eigenvector corresponding to the second smallest eigenvalue of the graph Laplacian). One can intuitively think of *ER* as retaining high-resistance (low-redundant) edges in the graph, typically found in the critical (narrowest) section of the max-flow problem. *ER-weighted* significantly outperforms its unweighted counterpart *ER-unweighted*, as *ER-weighted* effectively compensates for the weights of other edges when removing edges. *K-Neighbor* and *Forest Fire* show good empirical performance as well. In contrast, *G-Spar* and *SCAN* underperform, and other sparsifiers exhibit similarly mediocre results. The outcomes for min-cut/max-flow are consistent across graphs, with *ER-weighted* as the top performer, followed by *K-Neighbor* and *Forest Fire*.

**GNN.** Figures 4.13a and 4.13b show the performance of sparsifiers on two distinct GNN
Figure 4.13: GNN comparison of different sparsifiers. Higher AUROC and accuracy are better. The green line represents the inference results on the model trained by the full graph. The red line represents the inference results on the model trained with no graph (MLP only). (a) is evaluated with the GraphSAGE on *ogbn-proteins*. (b) is evaluated with the ClusterGCN on Reddit.

models. GNN performance is measured using AUROC and vertex classification accuracy. The green dashed line represents performance on the full graph, while the red dashed line represents performance on the empty graph (a graph with no edges). I include the empty graph to demonstrate the performance of GNN models based solely on vertex features without any graph structural information. On the GraphSAGE model, *Random* and *Local Similarity* perform the best; *G-Spar* and *SCAN* perform well at low prune rates but deteriorate rapidly at higher rates. However, on the CluterGCN model, *G-Spar* and *SCAN* perform well at all prune rates. *Local Degree* and *Rank Degree* consistently underperform compared to other sparsifiers on both models. Due to the complexity of GNN algorithms, it is challenging to
draw straightforward conclusions. Overall, the performance of sparsifiers on GNNs differs from model to model, which may be due to the inherent characteristics of GNN workloads.

4.3.6 Sparsification Time

Figure 4.14: Sparsification time comparison on ogbn-proteins

Figure 4.14 shows the sparsification time of different sparsifiers at different prune levels. For all sparsifiers, sparsification time decreases as the prune rate increases; this is expected because the higher the prune rate, the fewer edges need to be picked. Across sparsifiers, the sparsification time is also different. Random and K-Neighbor are the sparsifiers with the lowest overhead due to their low algorithmic complexity. L-Spar, G-Spar, Local Degree, SCAN, Local Similarity, Forest Fire, and Rank Degree show similar latency. ER is the most complex algorithm. In the figure, the time for ER is only for sampling. I do not include the computation time of the effective resistance because it is a one-time cost. The computation of effective resistance takes 990 seconds for ogbn-proteins. And the execution time of ER is approximately an order of magnitude higher than that of other sparsifiers. However, depending on the application, a high-cost sparsifier like ER can still be useful if it preserves the desired graph properties and the sparsification overhead is less than the time that can be saved in performing the downstream task on the sparsified graph.
4.3.7 Summary of Results and Insights

Overall, The performance of all sparsifiers degrades as the prune rate increases. Usually, I observe that the relative performance of sparsifiers is consistent across prune rates, meaning superior sparsifiers at low prune rates will remain superior at high prune rates, and the performance gap between the superiors and inferiors will be larger. On some occasions, the performance of a sparsifier has an elbow point, beyond which the performance drops sharply. This is because some sparsifiers cannot maintain certain properties beyond the elbow prune rate. For example, in figure 4.6, the performance of Local Degree dropped abruptly when increasing the prune rate from 0.8 to 0.9 because the number of edges is so low that it cannot maintain the graph connectivity anymore.

To make sparsification effective, the selection of the sparsification algorithm should preserve the graph property/properties on which the downstream application is based. I summarize what each sparsifier preserves as below.

- **Random**: preserves relative (distribution-based or ranking-based) properties, for example, degree distribution and top centrality rankings. It struggles to preserve absolute (valued-based) properties, such as the number of communities, clustering coefficient, and min-cut/max-flow.

- **K-Neighbor, Spanning Forest, and t-Spanners**: preserves graph connectivity; keeps pair unreachable ratio and vertex isolated ratio low.

- **Rank Degree** and **Local Degree**: preserves graph connectivity and edges to high-degree vertices (hub vertices). Perform well on distance metrics (APSP, eccentricity, diameter) and centrality metrics.

- **Forest Fire**: simulates the evolution of graphs and does not strictly stick to the original graph. Empirically, it does not excel at any of the metrics evaluated.
• **G-Spar** and **SCAN**: Empirically perform well in preserving ClusterGCN accuracy.

• **L-Spar** and **Local Similarity**: preserves the edge to similar vertices, thus preserving clustering similarity.

• **ER**: preserves the spectral properties of the graph, specifically the quadratic form of the graph Laplacian. It performs well in preserving min-cut/max-flow results.

### 4.4 Related Work

ML-based sparsifiers are a group of sparsifiers that use machine learning-related techniques to sparsify graphs. SparRL [146] proposes a graph sparsification framework enabled by deep reinforcement learning. NeuralSparse [159] presents a supervised graph sparsification technique to improve performance in graph neural networks (GNN). Instead of focusing on saving execution time by performing graph sparsification, NeuralSparse aims to remove task-irrelevant edges from the graph, thus improving the accuracy of the downstream GNNs. DropEdge [123] presents a method very close to the random sparsifier but samples a random set of edges for each training epoch in a graph convolutional network (GCN); the goal is both to reduce message passing overhead and reduce over-fitting with the full graph input.

### 4.5 Conclusion

This study provides a comprehensive evaluation of 12 graph sparsification algorithms, analyzing their performance in preserving 16 essential graph metrics across 14 real-world graphs with diverse characteristics. The findings revealed that no single sparsifier excels in preserving all graph properties, and it is important to select appropriate sparsification algorithms based on the downstream task. This study contributes to the broader understanding of graph sparsification algorithms, and I provided insights to guide future work in effectively integrating graph sparsification into graph algorithms to optimize computational efficiency without significantly compromising output quality. New applications can be broken down into one or more graph
properties and sparsification algorithms can be chosen with the heuristic elaborated in this work. The open-source framework implemented the 12 sparsification algorithms and 16 graph properties evaluated in this work and provides an easy-to-use interface to bridge the two parts. The framework offers a valuable resource for ongoing evaluations of emerging sparsification algorithms, graph metrics, and growing graph data.
CHAPTER 5

A Power Efficient GCN Accelerator with Multiple Dataflows

With the rapid development of deep learning in the last decade, neural networks are now widely adopted in many applications such as image recognition [88], object detection [121], and machine translation [28]. However, traditional neural networks are limited to handling Euclidean data [70] such as one-dimensional (1D) text streams and two-dimensional (2D) images, and do not generalize well on non-Euclidean data such as graphs [126] and manifolds [44]. Graph Neural Networks (GNNs) take a further step to explore graph-structured data. Compared to Euclidean data, graphs have better expressiveness so that GNNs can learn from the latent information of nodes and the connections between nodes. This extends the application scope of deep learning to a broader range of applications [161, 138] such as natural science [31].

Among different types of GNNs, Graph Convolutional Networks (GCN) is one of the most prominent algorithms [86]. Motivated by Convolutional Neural Networks (CNNs), GCNs generalize convolution to graph-structured data. GCN solves CNN’s limitation of only being applicable to regular Euclidean data [161]. GCN is composed of two phases - aggregation and combination. Aggregation collects information from neighboring nodes and edges. It works on the input graph and often suffers from irregular memory accesses. Combination uses multi-layer perceptron (MLP) to further process the aggregated results by multiplying
them with the trained weight matrices, which have regular memory accesses. GCN has many variations [162, 74, 47], and has developed into a big algorithm family.

Due to the inherent irregular memory accesses in GCNs, CPUs and GPUs cannot make good use of their massive computing resources. Thus, several works are proposed to enhance resource utilization. HyGCN [152] uses dedicated processing engines for the aggregation and combination phases to alleviate the memory irregularity in the aggregation phase while exploiting the regularity in the combination phase. EnGN [94] applies edge reorganization to compress the sparse adjacency matrix and uses a degree-aware vertex cache to store hot nodes. AWB-GCN [67] observes that real-world graph datasets have power-law distributions, and it optimizes Processing Elements’ (PE) utilization by performing workload balancing among PEs. ReGNN [45] dynamically computes and reuses the aggregated features of redundant neighbor sets to reduce memory accesses. GCoD [155] and I-GCN [68] try to improve graph regularity by rearranging the adjacency matrix permutation.

Although prior works performed various optimizations to enhance resource utilization, they use a fixed dataflow and are not flexible enough to run different GCNs efficiently. Firstly, real-world datasets span a wide range of sizes and densities. They require different aggregation dataflows based on the input dataset characteristics. Secondly, the order of aggregation and combination phases can be altered when the aggregation function is linear (see §5.1). While this results in better performance, the order must be respected with non-linear aggregation functions. Thus, it is important to support different dataflows and orderings to achieve both efficiency and flexibility.

In this paper, I make the following contributions:

- I perform quantitative and qualitative analysis on three widely used GCN algorithms: vanilla GCN, GS-mean, and GS-max with five real-world datasets. I show that the GCN algorithms and input dataset characteristics affect the choice of phase ordering and dataflow for the best performance.
I propose **PEDAL**, an accelerator for GCN inference. **PEDAL** features three dataflows and supports both orderings of the aggregation and combination phases, achieving both efficiency and flexibility.

I train a decision tree with 400 synthetic datasets to automatically and accurately choose the best dataflow and phase ordering for a GCN algorithm.

I evaluate the performance of **PEDAL** using a cycle-accurate simulator and measure its power and area using RTL synthesis. I show **PEDAL** achieves $144.5 \times$, $9.36 \times$, and $2.55 \times$ speedup compared to CPU, GPU, and HyGCN, and also $8856 \times$, $1606 \times$, $8.4 \times$ and $1.78 \times$ better power efficiency compared to CPU, GPU, HyGCN, and EnGN.

To the best of my knowledge, this is the **first work** that explores different dataflows and execution orders for the GCN workload and exploits this knowledge to choose the best dataflow according to the input graph and GCN algorithm.

### 5.1 Background

GCN uses a convolutional layer to collect information for training and inference. While CNN performs convolution on Euclidean data, GCN takes a graph (non-Euclidean data) as the input. The input graph’s nodes (or edges) have a vector of features containing information for training and inference. For example, in a social network, each node represents a user with features like age, gender, etc [83].

Unlike the Euclidean data, where neighbors are spatially close in the memory (multi-dimensional matrices), neighbors of graph-structured data are located apart. This results in irregular memory accesses and imposes new challenges on the processors. This section gives a brief background on GCN. Table 5.1 lists the notations and acronyms used in this paper.
<table>
<thead>
<tr>
<th>Category</th>
<th>Notation &amp; Acronyms</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension</td>
<td>N</td>
<td>Number of nodes in the graph</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>The feature dimension for the 1st layer</td>
</tr>
<tr>
<td></td>
<td>F2</td>
<td>The feature dimension for the 2nd layer</td>
</tr>
<tr>
<td>Matrix</td>
<td>A</td>
<td>Adjacency matrix, dimension N x N</td>
</tr>
<tr>
<td></td>
<td>X</td>
<td>Feature matrix, dimension N x F1, each row is a Feature vector (transposed) for the corresponding node.</td>
</tr>
<tr>
<td></td>
<td>W</td>
<td>Weight matrix, dimension F1 x F2</td>
</tr>
<tr>
<td>Acronyms</td>
<td>AC</td>
<td>Short for Aggregation+Combination order</td>
</tr>
<tr>
<td></td>
<td>CA</td>
<td>Short for Combination+Aggregation order</td>
</tr>
<tr>
<td></td>
<td>IP-AC</td>
<td>Short for Inner-Product, AC order dataflow</td>
</tr>
<tr>
<td></td>
<td>IP-CA</td>
<td>Short for Inner-Product, CA order dataflow</td>
</tr>
<tr>
<td></td>
<td>RW-AC</td>
<td>Short for Row-Wise, AC order dataflow</td>
</tr>
<tr>
<td></td>
<td>RW-CA</td>
<td>Short for Row-Wise, CA order dataflow</td>
</tr>
<tr>
<td>Others</td>
<td>N(v)</td>
<td>Neighbors of node v</td>
</tr>
<tr>
<td></td>
<td>d(M)</td>
<td>density of matrix M</td>
</tr>
<tr>
<td></td>
<td>NNZ(M)</td>
<td>number of non-zeroes of matrix M</td>
</tr>
</tbody>
</table>

Table 5.1: Notation and acronyms used in this paper

### 5.1.1 GCN Model

A GCN is composed of multiple layers. In each layer, feature information from the neighbors is aggregated (aggregation phase) and multiplied by a weight matrix (combination phase) and becomes the feature information for the next layer. The aggregation function can be sum, mean, max, min, Long Short Term Memory (LSTM), or other more complicated functions. The combination phase uses an MLP layer with a trainable weight matrix to transform the aggregated features and reduce the dimension of the output features.

Each layer in GCN propagates node or edge information to its one-hop neighborhood. Thus, an N-layer network effectively propagates features to its N-hop neighbors. Usually, a couple of layers is enough as the information from closer neighbors is more important than remote ones. Figure 5.1 shows an example of a vanilla GCN layer. Other variances of GCN algorithms have a similar model but with different aggregation functions.
5.1.2 Rich Diversity in GCN Models

I observe that state-of-the-art GCN models and popular input datasets come with diverse aggregation functions and input feature densities. An efficient GCN processor must be flexible enough to exploit different characteristics.

Table 5.2 shows the aggregation and combination functions of the three GCN models used in this work. I call the original GCN proposed in [86] vanilla GCN. Vanilla GCN takes the mean value of all neighboring nodes’ features and multiplies the aggregated results with a weight matrix through an MLP layer. GraphSAGE [74] introduced neighbor sampling to vanilla GCN. GS-mean and GS-max are two variations of GraphSAGE that use mean and max for aggregation functions, respectively. In this work, I use a sampling number of 25 to be consistent with the original GraphSAGE algorithm [74].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Aggregation</th>
<th>Combination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vanilla GCN [86]</td>
<td>( B = \text{mean}(N(H^l)) )</td>
<td>( X = \text{ReLU}(BW) )</td>
</tr>
<tr>
<td>GS-mean [74]</td>
<td>( B = \text{mean}(N(H^l)) )</td>
<td>( \sigma(W_l \cdot \text{Concat}(B, h_l)) )</td>
</tr>
<tr>
<td>GS-max [74]</td>
<td>( B = \max_{j \in N(h^l)} \sigma(W_1^l \cdot h^l_j) )</td>
<td>( \sigma(W_2^l \cdot \text{Concat}(B, h^l)) )</td>
</tr>
</tbody>
</table>

Table 5.2: Aggregation and combination operations of GCN models [23].

I observe a variety of input datasets with different input sizes and feature matrix densities.
Table 5.3 shows the information of these datasets. Cora and CiteSeer have relatively small input graphs with a sparse feature matrix. PubMed has a medium-sized input graph with a 10% dense feature matrix, and Reddit and Ogbn-products have a large input graph with a dense matrix.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>#Vertices</th>
<th>#Edges</th>
<th>F1</th>
<th>(d(X))</th>
<th>(X) size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cora (CR) [86]</td>
<td>2708</td>
<td>10566</td>
<td>1433</td>
<td>1.27%</td>
<td>385KB</td>
</tr>
<tr>
<td>CiteSeer (CS) [86]</td>
<td>3327</td>
<td>9104</td>
<td>3703</td>
<td>0.85%</td>
<td>820KB</td>
</tr>
<tr>
<td>PubMed (PB) [86]</td>
<td>19717</td>
<td>88648</td>
<td>500</td>
<td>10%</td>
<td>7.5MB</td>
</tr>
<tr>
<td>Reddit (RD) [74]</td>
<td>232965</td>
<td>114.6M</td>
<td>602</td>
<td>100%</td>
<td>535MB</td>
</tr>
<tr>
<td>Ogbn-Prod (OP) [75]</td>
<td>2449029</td>
<td>123.7M</td>
<td>100</td>
<td>99%</td>
<td>925MB</td>
</tr>
</tbody>
</table>

Table 5.3: Datasets information. All datasets contain a single graph; all graphs are unweighted, undirected, and symmetrical. Non-zeros in the feature matrix are stored in 32-bit fixed point.

### 5.1.3 Phase Orderings

The original GCN model performs the aggregation phase before the combination phase. This is similar to CNNs, where convolution is performed before feeding the results to fully connected layers. However, prior works [67, 94] have observed that reordering the phases - performing combination before aggregation - can significantly reduce the operation count. This is because the combination reduces the feature dimension, and by executing the combination phase first, the matrix multiplication in the aggregation is performed on a smaller dimension. In this work, I refer to the original order of performing Aggregation phase before Combination phase as the AC order and the reverse order as the CA order.

Figure 5.2 shows the total number of arithmetic operations for AC order and CA order for vanilla GCN and GraphSAGE with different datasets. On average, CA order achieves 93% operation count reduction for GCN and GS-mean. CA order does not apply to GS-max, which uses a non-linear function for aggregation. Lower operation count makes CA order preferable. However, it is only applicable when the alternation of the order does not affect the correctness of the output.
Figure 5.2: Operation count for vanilla GCN, GS-mean, and GS-max models in AC and CA orders. CA order does not apply to GS-max.

To ensure correctness, the aggregation function must be linear, meaning that $\text{Agg}(a, b) \times c = \text{Agg}(a \times c, b \times c)$, where $\times c$ is the combination operation. For example, addition and mean functions are linear operations because $(a + b) \times c = (a \times c + b \times c)$, while max and min functions are not linear because $\text{max}(a, b) \times c \neq \text{max}(a \times c, b \times c)$.

5.1.4 Aggregation Dataflow

The aggregation phase is essentially the multiplication of the adjacency matrix and the feature matrix. There are three widely used matrix multiplication methods: inner-product (IP), outer-product (OP), and row-wise (RW) as the candidates. Figure 5.3 shows inner-product, outer-product, and row-wise matrix-matrix multiplication.

**Inner-product** performs element-wise operation with a row and a column of two matrices on matching indices. It exploits output data reuse because each output is written only once, but suffers from bad input reuse due to repeated reading of the second matrix for each row in the first matrix. Besides, for very sparse matrices, the odds of having matching indices are very low and can become a major overhead.

**Outer-product** performs pair-wise multiplication with a column and a row of two matrices and generates a partial matrix of the same size as the final result. Outer-product enjoys input data reuse because both input matrices are read only once, but it generates N partial result matrices and needs element-wise merging of all the partial matrices to get the final result.
Row-wise takes a row from the first matrix, uses its indices to retrieve the corresponding rows from the second matrix, and reduces multiple rows to one using the aggregation function. Row-wise has good output data reuse and avoids the index matching overhead in the inner-product. The downside of row-wise is bad input data reuse as the second matrix will be repetitively read, and its access pattern depends on the first matrix, causing irregular memory accesses.

Out of the three aggregation dataflows, outer-product is unsuitable as it requires merging partial results to get final results, which impedes the pipelining of the aggregation and combination phases. The choice between inner-product and row-wise is explained in §5.2.3.

General-purpose architectures are ill-suited for efficiently executing GCN workloads, and prior accelerators cannot adapt to a large design space of GCN workloads. Therefore, designing an accelerator architecture that can support diverse GCN models, different phase
orderings, and aggregation dataflows is crucial to optimize performance and power efficiency.

5.2 Proposed Design

5.2.1 PEDAL Architecture

In this section, I present the architecture design of PEDAL.

**Top-level.** Figure 5.4(a) shows the top-level PEDAL architecture. PEDAL has two types of Processing Elements (PEs) - Aggregation Processing Elements (APEs) for aggregation and MAC Processing Elements (MPEs) for combination. PEDAL has 32 APEs and 16 MPEs, an 8 MB feature buffer, a scheduler, and a backend HBM memory system. APEs and MPEs are connected to the scheduler, which controls the task assignment and intermediate result movement among APEs and MPEs. The feature buffer is connected to all APEs. It has 32 banks and can be used as a user-managed scratchpad or a user-transparent cache. The scheduler has a 2 MB edge buffer and a 512 KB partial result buffer. Each MPE has a 32 KB weight buffer. All MPEs, the scheduler, and the feature buffer are connected to the backend HBM memory system.

**APE.** APEs are used to execute aggregation operations. Figure 5.4(c) shows the architecture of an APE. It has a task queue to receive tasks from the scheduler, a Finite-State Machine (FSM) controller to execute the tasks, an index matcher that matches row indices with column indices for the inner product, and an accumulator and a comparator. In this work, the computing units in APEs are simplified to only an adder and a comparator for addition and max/min operations. This minimizes the area and power consumption while allowing APEs to perform a handful of the most popular algorithms like GCN, GS-mean, and GS-max. Other computing units can be added to APEs if desired to enable other operations.

**Index matcher.** The index matcher finds the intersection of two sorted arrays. It keeps two circular queues of 32 Column and Row indexes. A naive implementation compares the top element of queues and returns them if they are equal. Otherwise, it pops the smaller one.
Figure 5.4: PEDAL architecture. (a) is the top-level architecture, (c), (b), and (d) are the details inside APE, MPE, and the scheduler module, respectively. The blue lines in the figures are the data path, and the orange lines are the control path.

In the worst case, this implementation needs to pop all elements of the queues sequentially. To decrease this overhead, the index matcher is equipped with 2×8 comparators. They compare the top elements with the 8 top indices of the other queues. In one cycle, the index matcher pops as many indexes from one queue as its top element becomes smaller than or equal to the other. Compared to the naive design, this design increases the performance by 3.97× while only adding 6% area overhead for 16 parallel comparators.

**MPE.** MPEs are used to execute the combination phase, which is the matrix multiplication of the feature and the weight matrices. Figure 5.4(b) shows the architecture of an MPE. It contains a task queue that receives jobs from the scheduler and an FSM Controller for controlling the execution; instead of accessing a unified weight buffer for all MPEs, each
MPE has a private weight buffer. The columns of the weight matrix are evenly distributed to MPEs, and each MPE will compute with the assigned portion of the weight matrix. Each MPE has 64 Multiply-Accumulate (MAC) units and a hierarchical adder tree with 63 adders to reduce the MAC results. Finally, the result is sent back to the partial result buffer in the scheduler.

**Scheduler.** The scheduler is responsible for assigning tasks to APEs and MPEs and keeping track of the status of each task. For example, tasks assigned to multiple APEs or MPEs can retire only when all PEs finish. The scheduler also monitors the dependencies between aggregation and combination phases. It only dispatches tasks that have no outstanding dependencies. Finally, the scheduler takes care of the data movement between APEs and MPEs when the results of one phase are needed in another phase. Figure 5.4(d) shows the architecture of the scheduler. It has an edge buffer for the adjacency matrix, a partial result buffer for the intermediate results from APEs and MPEs, and a schedule table that keeps track of the status of each task.

### 5.2.2 PEDAL Dataflows

Decoupling Aggregation and MAC PEs enables PEDAL to support diverse dataflows. This work features two ways of performing the aggregation phase: Inner-product (IP) and Row-Wise (RW), as well as two different computation orders: AC order and CA order as discussed in § 5.1. It gives us four different dataflows, namely IP-AC, IP-CA, RW-AC, and RW-CA. The four dataflows are described in detail below:

**IP-AC.** In IP-AC, the feature matrix is assigned to APEs column-wisely. Each APE is equipped with an equal-sized portion of the feature buffer (256KB). When the feature matrix is too big to be loaded into the feature buffer, it will be split into chunks of columns, and PEDAL loads the next chunk once the previous one is done. I assign as many columns as possible to fill up the feature buffer of APEs, eliminating workload imbalance from uneven distribution of non-zeros. The weight matrix is dense, so I assign an equal number of columns
to each MPE.

Each row of the adjacency matrix is an aggregation task, and each row of the aggregated feature matrix is a combination task. The scheduler is responsible for scheduling, dispatching, tracking, and retiring tasks. Each aggregation task is broadcast to all APEs, and each APE will perform aggregation on the adjacency matrix row with the assigned feature matrix columns using inner-product. Once an APE finishes a task, it will send the task id and partial results to the scheduler. When all APEs finish a task, the scheduler retires the aggregation task and dispatches the corresponding combination task to MPEs. MPEs perform inner-product with the rows of the aggregated feature matrix and columns of the weight matrix.

**IP-CA.** IP-CA reverses the order of aggregation and combination to reduce the operation count. However, performing in CA order leads to a crucial issue: the combination phase generates the intermediate matrix row by row, while aggregation in the inner-product requires all rows indicated by the adjacency matrix at once, which will not be available at the time needed. Thus, I forfeit the IP-CA dataflow as it impedes the pipelining of aggregation and combination and hurts the performance.

**RW-AC.** RW-AC is an alternative way of performing GCN algorithms in AC order. In this dataflow, the feature buffer is used as a unified cache that is transparent to users. Similar to IP-AC, each row of the adjacency matrix is an aggregation task, but instead of broadcasting to all APEs, row-wise assigns each task to one APE. The APE retrieves the rows from the feature matrix based on the column indices of non-zeros in the adjacency matrix row. Each APE works independently from the other APEs and receives a new task upon finishing one, thus dynamically achieving workload balancing. The combination phase is the same as in IP-AC and is pipelined with the aggregation phase.

**RW-CA.** RW-CA performs the combination phase first to shrink the feature dimension and then performs the aggregation in a row-wise manner. While IP-AC and RW-AC dataflow *pull* the neighboring nodes’ features, RW-CA *pushes* the feature of a node to all its
neighbors. This is because the combination phase generates the intermediate feature matrix row by row, and it is not feasible to pull features from neighbors as they may not be ready yet. In RW-CA, the combination is performed the same way as in IP-AC and RW-AC. When a row of the intermediate feature matrix is generated, it is broadcast to all APEs. Each row of the adjacency matrix is an aggregation task, and it is evenly split into slices and assigned to all APEs. Each APE aggregates the feature to the slice assigned, so there is no memory contention across APEs. The feature buffer is evenly allocated to each APE (256KB) and used as a cache.

5.2.3 Choosing the Right Dataflow

![Figure 5.5: Performance of IP-AC, RW-AC, and RW-CA.](image)

Figure 5.5 shows the performance of each dataflow for vanilla GCN, GS-mean, and GS-max with five real-world datasets. The choice of dataflow (IP-AC, RW-AC, or RW-CA) significantly affects the execution time. The best dataflow must be picked for each GCN algorithm and dataset pair. A simple approach is to find the number of arithmetic operations and compare them for different dataflows. However, this approach does not take memory stalls into account. For example, while the operation count of vanilla GCN and Reddit dataset is the same for IP-AC and RW-AC dataflows, the high cache miss rate of RW-AC dataflow results in a longer execution time compared to IP-AC. The simple approach chooses the right dataflow in only 73% of the evaluated GCN model and input dataset pairs. A better
approach is needed to make educated decisions based on the dataset characteristics and the GCN model. I use \( N \), \( NNZ(A) \), \( NNZ(X) \), and \( F1 \) as dataset characteristics, which are the input dataset metadata.

With the complexity of so many dataset parameters, GCN variances, and execution orders, a decision tree is needed to choose the best dataflow. I created 400 synthetic datasets where \( N \) ranges from 1K to 1M, \( NNZ(A) \) from 2K to 200M, \( F1 \) from 100 to 3K, and \( NNZ(X) \) from 1K to 3B. I pick these parameters because they reflect the sizes and densities of the input graphs and input features. These ranges are large enough to cover all the real-world datasets evaluated in this paper. Besides, the synthetic datasets are generated such that non-zeros in adjacency matrices have power-law distribution, and non-zeros in feature matrices have Gaussian distribution based on observations from the real-world datasets. I build a decision tree using scikit-learn [115], which uses an optimized version of CART (Classification and Regression Trees). I use the synthetic datasets to train the decision tree and use it to predict the best dataflow on real-world datasets.

<table>
<thead>
<tr>
<th></th>
<th>Compute Unit</th>
<th>On-chip Memory</th>
<th>Off-chip Memory</th>
<th>Area ((mm^2))</th>
<th>Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>80 cores @ 2.1GHz</td>
<td>96MB</td>
<td>256 GB/s DDR4</td>
<td>- (14nm)</td>
<td>125</td>
</tr>
<tr>
<td>GPU</td>
<td>10496 Shading Units @ 1.4GHz</td>
<td>16.25MB</td>
<td>936.2 GB/s</td>
<td>628 (8nm)</td>
<td>350</td>
</tr>
<tr>
<td>HyGCN</td>
<td>16 SIMD cores @ 1GHz and 32x128 systolic array</td>
<td>22.1MB</td>
<td>256 GB/s HBM</td>
<td>7.8 (12nm)</td>
<td>6.7</td>
</tr>
<tr>
<td>EnGN</td>
<td>128x16 arrays @ 1GHz</td>
<td>1.6MB</td>
<td>256 GB/s HBM</td>
<td>3.54 (14nm)</td>
<td>3.87</td>
</tr>
<tr>
<td>PEDAL</td>
<td>32 APFs and 16 MPEs @ 1GHz</td>
<td>11MB</td>
<td>256 GB/s HBM</td>
<td>4.05 (12nm)</td>
<td>2.04</td>
</tr>
</tbody>
</table>

Table 5.4: Architecture configuration comparison of CPU, GPU, HyGCN, EnGN, AWB-GCN and PEDAL

5.3 Evaluation

5.3.1 Experimental Setup

Baseline. I evaluate the CPU performance on Intel Xeon Gold 6230 CPU, and GPU performance on NVIDIA GPU with Ampere architecture. I implement the baseline on the state-of-the-art PyTorch Geometric [60] library. I also compare PEDAL with two prior GNN accelerators: HyGCN [152] and EnGN [94] using the reported performance numbers.
Figure 5.6: Speedup and power efficiency of PEDAL compared to CPU, GPU, HyGCN and EnGN. Power efficiency is measured by power-delay product. × markers mean missing data points due to GPU Out-Of-Memory or prior accelerators not reporting for some datasets or not supporting some GCN models.

Table 5.4 shows the configurations of PEDAL and baseline architectures.

**PEDAL simulation.** I build a cycle-accurate simulator in Python and C++ to measure the computation cycles of PEDAL. The simulator is event-based and controlled by a state machine to enforce dependencies. The memory access trace is recorded and fed to Ramulator [84] for memory access latency. Ramulator includes both cache and HBM memory as a hierarchical memory system. I implement the design in RTL and use Design Compiler to synthesize with a commercial 12nm CMOS library at 1GHz clock frequency. I use eDRAM for on-chip memory of PEDAL, HyGCN, and EnGN, and analyze with CACTI [107].

**GCN algorithms and datasets.** I evaluate the vanilla GCN algorithm and two variations of GraphSAGE: GS-mean and GS-max in this work. The details of the algorithms can be
found in Table 5.2. Table 5.3 shows the datasets used in this work. I cover graph size from small to large, and with the feature matrix from sparse to dense to thoroughly compare PEDAL and prior works. I use the same hidden dimension (128) as in HyGCN for layer 1.

### 5.3.2 Decision Tree Accuracy

I used 80% of the synthetic datasets to train the decision tree and test on the remaining 20% and achieved 90% accuracy. Then, I apply the decision tree to the real-world datasets, and it selects the best dataflow with 93.3% accuracy. The only mistake happens on the vanilla GCN and OP dataset in which the mispredicted dataflow (IP-AC) is only 9% slower than the best dataflow (RW-AC). I calculate the execution time ratio between the decision tree selected dataflow and the best dataflow on the synthetic test set. The average ratio is 1.047, meaning that the decision tree selected dataflow has an execution time expectation less than 5% higher than the best dataflow.

### 5.3.3 Speedup and Power Efficiency

Figure 5.6a shows the performance of PEDAL compared to CPU, GPU, and prior accelerators. The best dataflow is used for each GCN algorithm and dataset pair.

On average, PEDAL outperforms CPU and GPU by 144.5× and 9.36×. Compared to prior accelerators, despite having less computing resources, PEDAL achieves 2.55× speedup over HyGCN. Compared to EnGN, PEDAL also supports non-linear aggregation functions (e.g., GS-max) while achieving similar performance for linear aggregation functions.

Compared to prior works, where thousands of PEs are used for better performance, PEDAL uses only 32 APEs and 16 MPEs to achieve similar or better performance in most cases. Figure 5.6b shows the power efficiency of PEDAL. Power efficiency is measured using the power-delay product. On average, PEDAL achieves 8856×, 1606×, 8.4× and 1.78× better power efficiency than CPU, GPU, HyGCN, and EnGN, respectively. PEDAL is conservative on adding an excessive amount of PEs because a) too many APEs to access the feature
buffer will cause serialization issue, b) too many APEs will cause cache thrashing to the capacity-limited feature buffer, c) an appropriate ratio of APEs and MPEs is important to load balance between aggregation and combination. By employing a lower number of PEs, PEDAL achieves lower power consumption while keeping a comparable performance, thus having better power efficiency.

### 5.3.4 Power and Area Breakdown

<table>
<thead>
<tr>
<th>Module</th>
<th>Components</th>
<th>Power</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>APE</td>
<td>Accumulator</td>
<td>0.2%</td>
<td>0.07%</td>
</tr>
<tr>
<td></td>
<td>Index Matcher</td>
<td>7.7%</td>
<td>1.80%</td>
</tr>
<tr>
<td></td>
<td>Controller</td>
<td>0.7%</td>
<td>0.20%</td>
</tr>
<tr>
<td></td>
<td>TaskQueue</td>
<td>1.04%</td>
<td>2.98%</td>
</tr>
<tr>
<td>MPE</td>
<td>Adder Tree</td>
<td>2.4%</td>
<td>6.42%</td>
</tr>
<tr>
<td></td>
<td>MAC</td>
<td>42.8%</td>
<td>11.41%</td>
</tr>
<tr>
<td></td>
<td>Controller</td>
<td>0.45%</td>
<td>0.31%</td>
</tr>
<tr>
<td></td>
<td>Weight Buffer</td>
<td>0.9%</td>
<td>12.91%</td>
</tr>
<tr>
<td></td>
<td>Task Queue</td>
<td>0.53%</td>
<td>1.48%</td>
</tr>
<tr>
<td>Feature Buffer</td>
<td>Buffer</td>
<td>40%</td>
<td>49.93%</td>
</tr>
<tr>
<td>Scheduler</td>
<td>Partial Results</td>
<td>0.07%</td>
<td>0.40%</td>
</tr>
<tr>
<td></td>
<td>Edge Buffer</td>
<td>2.9%</td>
<td>11.83%</td>
</tr>
<tr>
<td></td>
<td>Controller</td>
<td>0.06%</td>
<td>0.07%</td>
</tr>
<tr>
<td></td>
<td>ReLU</td>
<td>0.15%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Table 5.5: Power and Area breakdown

PEDAL has an average power consumption of 2.04W, which is 69.6% and 47.3% lower than HyGCN and EnGN, respectively (Table 5.4). Compared to HyGCN with general-purpose SIMD units, PEDAL customizes processing elements and requires less computing power. Besides, the limited feature buffer size of EnGN increases the miss rate drastically for large datasets, such as Reddit. This results in higher eDRAM power consumption compared to PEDAL that uses 8MB of feature buffer. The total area of PEDAL is 4.05 mm$^2$, which is 48.1% smaller than HyGCN and 14.4% higher than EnGN, respectively. Table 5.5 lists each component’s power and area breakdown.
5.3.5 Discussion

PEDAL supports multiple dataflows and phase orderings. Figure 5.2 shows that operation distributions vary in different dataflows, making either APEs or MPEs the bottleneck; solely adding more resources to the architecture can only help certain dataflow but not all. Besides, PEDAL also needs to support Row-Wise mode, where the feature buffer is used as a unified cache. Adding too many APEs requires increasing the size of the feature buffer to ensure access latency. Either of the solutions is too expensive for the potential performance gain of this design.

5.4 Conclusion

In this work, I present PEDAL, a power-efficient accelerator for GCN inference supporting multiple dataflows. To accommodate different input graph sizes and densities, as well as GCN variants with different aggregation functions, PEDAL features multiple dataflows, namely IP-AC, RW-AC, and RW-CA, to support performing GCN inference in both phase orderings efficiently. I evaluate the performance of PEDAL using a cycle-accurate simulator and do RTL synthesis to get power and area. PEDAL achieves $144.5 \times$, $9.36 \times$, and $2.55 \times$ speedup compared to CPU, GPU, and HyGCN respectively, and $8856 \times$, $1606 \times$, $8.4 \times$ and $1.78 \times$ better power efficiency compared to CPU, GPU, HyGCN and EnGN respectively.
CHAPTER 6

Conclusion And Future Work

Emerging applications are increasingly important parts of our life, and it is crucial to improve their execution efficiency and scalability. This thesis focuses on video transcoding and graph algorithms, performs hardware characterization to find the bottleneck, and uses software-hardware co-design to improve their performance.

The graph is a data structure that can effectively model the complicated relationship between entities. Graphs are widely used in everyday life and scientific research; for example, social networks and road networks are represented using graphs, and molecules in chemistry and biology, and particles in physics are also described using graphs. The inherent irregular memory access pattern and the growing size of real-world graphs make it challenging to run graph-based algorithms in today’s general-purpose hardware like CPUs and GPUs. It is crucial to speed up the execution of graph algorithms through both software optimization and hardware design.

This dissertation presented CPU characterization on video transcoding, revealing how the bottlenecks change with respect to software parameters. Then, it presented a software solution and a hardware design to speed up graph algorithms. On the software side, I used graph sparsification to substitute the full graph with a much smaller sparsified graph to achieve speedup. I comprehensively studied how different graph sparsification algorithms perform in preserving graph properties. On the hardware side, I designed an accelerator for GCNs, which supports multiple dataflows, achieving both flexibility and efficiency when
executing different GCNs and input graphs.

More specifically, first, I performed CPU characterization on video transcoding to understand the hardware bottlenecks and how they change with different software parameters. The characterization helps future hardware optimization for specific applications. Guided by the characterization results, the work used Graphite, AutoFDO, and hardware-aware scheduler and achieved an average speedup of 4.42%, 4.66%, and 3.72%, respectively.

Second, graph sparsification is used to substitute the full graph with a sparsified graph. The sparsified graph has much fewer edges and, thus, is much smaller in size. A sparsified graph is considered a good delegate of the full graph if the results of the downstream tasks are close to that of the full graph. The lack of understanding of how different graph sparsification algorithms affect different graph properties makes it hard to make an informed choice of the appropriate sparsification algorithm. I conducted a comprehensive benchmark on 12 graph sparsification algorithms, explored their performance in preserving 16 essential graph properties on 14 real-world graphs, and gave insights into how to choose the best sparsification algorithm for different downstream tasks.

Last, I presented PEDAL, a power-efficient GCN accelerator. This work observed prior accelerators only support one dataflow, which does not execute all GCNs at the best efficiency. PEDAL proposed an accelerator that supports three dataflows, considering both efficiency and flexibility. PEDAL also used a decision tree to automatically choose the best dataflow for a given GCN model and input graph. PEDAL achieved an average speedup of 144.5×, 9.36× and 2.55× compared to CPU, GPU and HyGCN, respectively, and achieved an average power efficiency by 8856×, 1606×, 8.4×, and 1.78× compared to CPU, GPU, HyGCN, and EnGN, respectively.

While the software and hardware solutions presented in this thesis significantly reduced the amount of work and improved execution efficiency, there are further research directions can be explored to speed up the graph algorithms even more.
Understanding the execution cost and bottleneck of graph sparsification. Chapter 4 revealed the performance of 12 sparsification algorithms on preserving different graph properties. However, when it comes to the cost of performing these sparsification algorithms, it only briefly compared the cost using sparsification time. More benchmarking can be performed to understand the execution time and memory footprint for each sparsification algorithm and how they are related to the prune rates and input graph characteristics. It is also important to know the sparsification overhead compared to the execution time of the downstream tasks for the end-to-end speedup. Finally, there are opportunities to develop dedicated hardware for some of the time-consuming but well-performed sparsification algorithms and integrate it as part of the graph algorithm accelerator.

Support for more operations to extend the applicability to broader GNNs. Chapter 5 presented an accelerator that supports multiple dataflows to achieve both execution efficiency and flexibility. To achieve optimal power efficiency, the accelerator only included the most popular operations. This limits the accelerator to certain types of Graph Convolutional Networks, which is a subset of the Graph Neural Network family. More operations can be added to the accelerator, extending it to more GNN models. The design can also be modularized to quickly design an accelerator for a specific GNN model with minimal changes.
APPENDIX A

Pseudo Code for Sparsification Algorithms

This appendix provides pseudo-code to some of the sparsification algorithms as a supplement to Chapter 4.
A.1 Rank Degree Sparsifier

Algorithm 1 Rank Degree sparsifier

1: procedure RankDegreeSparsifier($G$)
2:     Input: $G$: Graph to sparsify
3:     Input: $\rho$: $0 < \rho \leq 1$ selects top $\rho \times \#\text{neighbors}$ for each vertex
4:     Output: $H$: Sparsified graph
5:     
6:     seeds = [$u_1$, $u_2$, ..., $u_s$] \triangleright selects $s$ vertices uniformly at random
7:     $V_H = \emptyset$, $E_H = \emptyset$ \triangleright initialize vertex and edge sets in $H$
8:     while $-V_H - i - V_G -$ do
9:         new_seeds = $\emptyset$
10:       for all $u \in$ seeds do
11:           neighs = getNeighborsOf($u$)
12:         ranks = {} \triangleright dictionary, key is vertex, value is degree
13:         for all $v \in$ neighs do
14:           ranks[$v$] = getDegreeOf($v$)
15:         sort ranks by value
16:         select top $k = \rho \times \text{len(neighbors)}$, $v_1$, ..., $v_k$
17:         new_seeds = new_seeds $\cup$ [$v_1$, ..., $v_k$]
18:         $E_H = E_H$ $\cup$ [(u, $v_1$), ..., (u, $v_k$)]
19:     seeds = new_seeds
20:     $H = \{\text{Vertex}(V_G), \text{Edge}(E_H)\}$
21:     return $H$
## A.2 Local Degree Sparsifier

### Algorithm 2 Local degree score

```
1: procedure getEdgeScore(G)
2:   Input: G: Graph to calculate edge scores
3:   Output: Scores: An array of edge scores for each edge
4:   scores = [0, ..., 0]  \text{\small \Comment{scores is an array of length \#edges}}
5:   for all \( v_i \in V \) do  \text{\small \Comment{iterate all vertex \text{\textit{v}} in \text{\textit{V}}}}
6:     \( d_i = \text{degree}(v_i) \)
7:     neighbor_degree = {}  \text{\small \Comment{dictionary, key is edge id, value is degree}}
8:     for all \( v_j \in \text{Neighbor}(v_i) \) do  \text{\small \Comment{find degrees of all neighboring vertex}}
9:       \( d_j = \text{degree}(v_j) \)
10:      eid = \text{\textit{e}}_{ij}.\text{edgeID}
11:      neighbor_degree[eid] = d_j
12:     sort(neighbor_degree)  \text{\small \Comment{sort by degree}}
13:     last_rank, last_degree, num_same = 0
14:     neighbor_rank = {}  \text{\small \Comment{dictionary, key is edge id, value is rank}}
15:     for all item \in neighbor_degree do  \text{\small \Comment{compute the rank of neighbors by degree}}
16:       eid = item.key
17:       d_j = item.value
18:       if \( d_j == \text{last degree} \) then  \text{\small \Comment{same rank for same degree}}
19:         num_same++
20:       else
21:         last_rank += num_same
22:         num_same = 1
23:         last_degree = d_j
24:       neighbor_rank[eid] = last_rank
25:     for all item \in neighbor_degree do  \text{\small \Comment{compute the rank of neighbors by degree}}
26:       eid = item.key
27:       rank = item.value
28:       s = 1.0 - \log(rank)/\log(d_i)
29:       \text{\small \Comment{score for an edge can be updated multiple times, take the max score}}
30:       scores[eid] = \max(scores[eid], s)
31:     return scores
```
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A.3  t-Spanner

Algorithm 3 Greedy algorithm for t-spanner construction

1: procedure Construct t-spanner\((G, t)\)
2: Input: \(G\): Original graph
3: Input: \(t\): stretch factor, must be an odd number \(\geq 1\)
4: Output: \(H\): t-spanner graph
5: \(H \leftarrow (V, \emptyset)\) \(\triangleright\) Init \(H\) to have the same set of vertices, and no edges
6: for all \(e_{uv} \in E\) in non-decreasing order do
7: if \(d_H(u, v) > tw(u, v)\) then
8: add \(e_{uv}\) to \(H\)
9: return \(H\)

A.4  Forest Fire

The Forest Fire model can be described more formally as follows (modified from [90]):

1. A new vertex \(u\) chooses an existing vertex \(v\) uniformly at random, and forms an edge to it.

2. Two random numbers \(x\) and \(y\) are generated geometrically distributed with means \(p/(1-p)\) and \(rp/(1-rp)\), where \(p\) is the forward burning probability, and \(r\) is the backward burning ratio.

3. Vertex \(v\) selects \(x\) outgoing edges and \(y\) incoming edges that are not visited yet, if there are not enough unvisited edges, select all. For undirected edges, every edge can be both an outgoing and incoming edge. Let \(w_1, w_2, \ldots, w_{x+y}\) denote the other end of the selected edges.

4. Vertex \(u\) forms edges to the \(w_1, w_1, \ldots, w_{x+y}\).

5. Repeat (3) and (4) recursively to each of the \(w_1, w_2, \ldots, w_{x+y}\), until no edge can be added.
Algorithm 4 Forest Fire Score

1: procedure getEdgeScore(G)
2:     Input: G: Graph to calculate edge scores
3:     Input: bp: The probability a neighbor vertex is burnt, from 0.0 to 1.0
4:     Input: targetBurnRatio: In total targetBurnRatio * m edges will be burnt
5:     Output: Scores: An array of edge scores for each edge
6:     
7:     burnt_count = 0 ▷ keep track of total number of burnt edges
8:     scores = [0, ..., 0] ▷ scores is an array of length #edges
9:     burnt = [0, ..., 0] ▷ burnt is an array of length #edges
10: 
11:     while burnt_count ¡ targetBurnRatio * numberOfEdges(G) do
12:         visited = [false, ..., false] ▷ visited is an array of length #vertices
13:         vertexQ = [] ▷ a queue for vertex to be visited
14:         vertexQ.add(randomVertex(G)) ▷ pick a random starting vertex
15:     
16:     while vertexQ is not empty do
17:         u = vertexQ.pop()
18:         visited[u.id] = True
19:         neighs = getAllUnvisitedVertices()
20:         while neighs is not empty do
21:             r = randNum() ▷ r is a random float from 0.0 to 1.0
22:             if r £ bp then
23:                 break ▷ decides to burn the vertex, not propagate further
24:                 v = pickRandom(neighs) ▷ pick a random vertex to propagate fire
25:                 remove(neighs, v) ▷ pick a random vertex to propagate fire
26:                 vertexQ.add(v)
27:                 eid = getEdgeID(u, v)
28:                 burnt_count++
29:     
30:     max_burnt = max(burnt) ▷ normalize burnt_count to be the scores
31:     scores = burnt/max_burnt
32:     return scores
A.5 Similarity-based Sparsifiers

Algorithm 5 G-Spar

1: procedure $G$-Spar$(G)$
2: \hspace{1em} Input: $G$: Graph to calculate edge scores
3: \hspace{1em} Output: $H$: G-Spar sparsified graph
4: \hspace{2em} scores = {}
5: \hspace{3em} for all $e \in E$ do
6: \hspace{4em} $e_id = e.id$
7: \hspace{4em} score = JaccardScore($e$)
8: \hspace{4em} scores[$e_id$] = score
9: \hspace{3em} sort scores by value
10: \hspace{2em} pick top $s\%$ edges to form $H$
11: \hspace{2em} return $H$

Algorithm 6 L-Spar

1: procedure $L$-Spar$(G)$
2: \hspace{1em} Input: $G$: Graph to calculate edge scores
3: \hspace{1em} Input: $c$: Exponent parameter
4: \hspace{1em} Output: $H$: L-Spar sparsified graph
5: \hspace{2em} for all $v \in V$ do
6: \hspace{3em} $d = \text{degreeOf}(v)$
7: \hspace{3em} $E' = \text{getEdgesOf}(v)$
8: \hspace{3em} scores = {}
9: \hspace{4em} for all $e \in E'$ do
10: \hspace{5em} $e_id = e.id$
11: \hspace{5em} score = JaccardScore($e$)
12: \hspace{5em} scores[$e_id$] = score
13: \hspace{4em} sort scores by value
14: \hspace{3em} add top $d^c$ edges to $H$
15: \hspace{2em} return $H$
Algorithm 7 Edge Triangle Count

1: procedure EdgeTriangleCount($G$)
2: Input: $G$: Graph to calculate triangle edge scores
3: Output: triangle_count: Triangle count for each edge
4: 5: triangle_count = [0, ..., 0]  \hspace{1cm} \text{\small $\triangleright$ array of length $\#$edges}
6: incident_triangle_count = [None, ..., None]  \hspace{1cm} \text{\small $\triangleright$ array of length $\#$vertices}
7: 8: for all $u \in V$ do  \hspace{1cm} \text{\small $\triangleright$ first vertex in triangle}
9: \hspace{1cm} for all $v \in \text{getNeighborsOf}(u)$ do
10: \hspace{1.5cm} incident_triangle_count[$v$] = 0 \hspace{1cm} \text{\small $\triangleright$ mark all neighboring vertices not None}
11: \hspace{1cm} for all $v \in \text{getNeighborsOf}(u)$ do  \hspace{1cm} \text{\small $\triangleright$ second vertex in triangle}
12: \hspace{1.5cm} for all $w \in \text{getNeighborsOf}(w)$ do \hspace{1cm} \text{\small $\triangleright$ third vertex in triangle}
13: \hspace{2cm} if incident_triangle_count[$w$] is not None then  \hspace{1cm} \text{\small $\triangleright$ triangle found}
14: \hspace{2.7cm} // count triangles to the vertices first, each triangle is counted 3 times
15: \hspace{2cm} if $u \geq v$ then
16: \hspace{2.5cm} incident_triangle_count[$v$]++
17: \hspace{2cm} if $u \geq w$ then
18: \hspace{2.5cm} incident_triangle_count[$w$]++
19: 20: \hspace{2cm} // add local triangle count to global, reset local triangle count
21: \hspace{1cm} for all $v \in \text{getNeighborsOf}(u)$ do
22: \hspace{1.5cm} eid = getEdgeId(u, v)
23: \hspace{1.5cm} if incident_triangle_count[$v$] > 0 then
24: \hspace{1.75cm} triangle_count[eid]+=incident_triangle_count[$v$]
25: \hspace{1.5cm} incident_triangle_count[$v$] = None
26: return triangle_count

The Edge Triangle Count is not a standalone sparsification algorithm. It is listed here because it is used to calculate the local similarity score and the SCAN structural similarity score.
Algorithm 8 Local similarity score

1: \textbf{procedure} \textsc{LocalSimilarityScore}(G) \\
2: \hspace{1em} \textbf{Input:} G: Graph to calculate triangle edge scores \\
3: \hspace{1em} \textbf{Output:} scores: Local similarity scores for each edge \\
4: \\
5: \hspace{1em} \texttt{scores} = [0, \ldots, 0] \texttt{▷ array of length \#edges} \\
6: \\
7: \hspace{1em} \texttt{triangle\_count} = \texttt{EdgeTriangleCount}(G) \\
8: \hspace{1em} \texttt{for all} u \in V \texttt{ do} \\
9: \hspace{2em} \texttt{neighbors\_sims} = \{\} \texttt{▷ dictionary, key is edge id, value is similarity} \\
10: \hspace{2em} \texttt{d_u} = \texttt{getDegreeOf}(u) \\
11: \hspace{2em} \texttt{for all} v \in \texttt{getNeighborsOf}(u) \texttt{ do} \\
12: \hspace{3em} \texttt{d_v} = \texttt{getDegreeOf}(v) \\
13: \hspace{3em} \texttt{eid} = \texttt{getEdgeId}(u, v) \\
14: \hspace{3em} \texttt{sim} = \texttt{triangle\_count}[\texttt{eid}]/(\texttt{d_u} + \texttt{d_v}) - \texttt{triangle\_count}[\texttt{eid}] \\
15: \hspace{3em} \texttt{scores}[\texttt{eid}] = \text{max}(\texttt{scores}[\texttt{eid}], \texttt{sim}) \\
16: \hspace{1em} \texttt{return scores}

Algorithm 9 SCAN Structural Similarity Score

1: \textbf{procedure} \textsc{SCANStructuralSimilarityScore}(G) \\
2: \hspace{1em} \textbf{Input:} G: Graph to calculate triangle edge scores \\
3: \hspace{1em} \textbf{Output:} scores: SCAN structural similarity scores for each edge \\
4: \\
5: \hspace{1em} \texttt{scores} = [0, \ldots, 0] \texttt{▷ array of length \#edges} \\
6: \\
7: \hspace{1em} \texttt{triangle\_count} = \texttt{EdgeTriangleCount}(G) \\
8: \hspace{1em} \texttt{for all} u \in V \texttt{ do} \\
9: \hspace{2em} \texttt{neighbors\_sims} = \{\} \texttt{▷ dictionary, key is edge id, value is similarity} \\
10: \hspace{2em} \texttt{d_u} = \texttt{getDegreeOf}(u) \\
11: \hspace{2em} \texttt{for all} v \in \texttt{getNeighborsOf}(u) \texttt{ do} \\
12: \hspace{3em} \texttt{d_v} = \texttt{getDegreeOf}(v) \\
13: \hspace{3em} \texttt{eid} = \texttt{getEdgeId}(u, v) \\
14: \hspace{3em} \texttt{sim} = (\texttt{triangle\_count}[\texttt{eid}]+1)/\sqrt{\texttt{d_u} + 1}\times(\texttt{d_v} + 1) \\
15: \hspace{3em} \texttt{scores}[\texttt{eid}] = \texttt{sim} \\
16: \hspace{1em} \texttt{return scores}
A.6 Effective Resistance (ER) Sparsifier

I briefly summarize the derivation of the effective resistance. Interested readers should refer to [132] for more details.

I first define the following notations:

$\mathbb{R}$: real number.

$G$: Input Graph, in this write-up, $G$ must be symmetrical (undirected).

$|V|$: Number of Vertices in $G$.

$|E|$: Number of Edges in $G$.

$A \in \mathbb{R}^{|V| \times |V|}$, Adjacency Matrix of $G$.

$D \in \mathbb{R}^{|V| \times |V|}$, Degree Matrix of $G$, where $i^{th}$ diagonal entry is the degree of $i^{th}$ vertex, if the graph is weighted, then it’s the sum of all edge weights related to vertex $i$.

$L \in \mathbb{R}^{|V| \times |V|}$, Laplacian Matrix of $G$, $L = D - A$.

$B$: Incidence Matrix, $\in \mathbb{R}^{|E| \times |V|}$. Each row in $B$ represents an edge, where the head vertex is -1, the tail vertex is 1, and all others are 0s. The head and tail of an undirected edge are randomly assigned.

$W$: Weight Matrix, $\in \mathbb{R}^{|E| \times |E|}$, is a diagonal matrix, and each diagonal entry represents an edge weight. If the graph is unweighted, then $W$ becomes an Identity Matrix $I$.

$\chi_u$: A unit vector of length $|V|$, where only the $u^{th}$ element is 1, others are 0s.

$R_{uv}$: The effective resistance of edge $uv$.

The derivation of the effective resistance is as follows:

$$L = B^T W B \quad \text{(proof omitted)} \quad (A.1a)$$
According to Kirchhoff’s law, the current flow in is always the same as the current flow out of the vertex,

\[ B^T i = c_{ext} \]  

(A.1b)

According to Ohm’s law,

\[ i = W B \nu \]  

(A.1c)

Combing eq. (A.1a), (A.1b), and (A.1c),

\[ B^T W B \nu = L \nu = c_{ext} \]  

(A.1d)

Let \( L^+ \) be the pseudo-inverse of \( L \), because Laplacian matrix is positive semi-definite, and doesn’t have an inverse

\[ \nu = L^+ c_{ext} \]  

(A.1e)

Now set \( c_{ext} = \chi_u - \chi_v \), then eq. (A.1e) can be written as

\[ \nu = L^+ (\chi_u - \chi_v) \]  

(A.1f)

Multiply both sides by \((\chi_u - \chi_v)^T\),

\[ (\chi_u - \chi_v)^T \nu = (\chi_u - \chi_v)^T L^+ (\chi_u - \chi_v) \]  

(A.1g)

Notice that \((\chi_u - \chi_v)^T\) is equivalent to the transpose of \(i^{th}\) row in \(B\), denoted by \(B[i]\), thus,

\[ B[i]^T \nu = B[i] L^+ B[i]^T \]  

(A.1h)
Eq. (A.1h) applies to every $i$, thus can generalized to

$$B^T \nu = B L^+ B^T \quad \text{(A.1i)}$$

The l.h.s. of eq. (A.1g) is the voltage difference between $u$ and $v$, which can be used to represent the effective resistance of the edge connecting $u$ and $v$. Thus, the effective resistance is defined as

$$R_{uv} = (\chi_u - \chi_v)^T L^+ (\chi_u - \chi_v)$$

$$= (\chi_u - \chi_v)^T L^+ LL^+ (\chi_u - \chi_v)$$

$$= (\chi_u - \chi_v)^T L^+ B^T W B L^+ (\chi_u - \chi_v) \quad \text{(A.1j)}$$

$$= ((\chi_u - \chi_v)^T L^+ B^T W^{1/2}) (W^{1/2} B L^+ (\chi_u - \chi_v))$$

$$= \| W^{1/2} B L^+ (\chi_u - \chi_v) \|^2_2$$
**APPENDIX B**

**Full Results for Sparsification Benchmark**

I only showed a subset of the results in Chapter 4. This appendix presents the full results generated in the sparsifiers benchmark. Each page shows one dataset, and the sub-captions note which metric each subgraph measures. Some figures are missing, and there are three possible reasons: 1) Some metrics are supported for directed graphs, they are Clustering F1 Similarity, Number of Communities, and Modularity; 2) Some experiments couldn’t finish within 24 hours, especially on time-consuming metrics like Eigenvector Centrality and large graphs; 3) Some experiments run out of memory and triggered OOM kill by the OS.
Figure B.1: Metric Evaluation on ego-Facebook
Figure B.2: Metric Evaluation on ego-Twitter
Figure B.3: Metric Evaluation on soc-Pokec
Figure B.4: Metric Evaluation on human_gene2
Figure B.5: Metric Evaluation on cage14
Figure B.6: Metric Evaluation on com-DBLP
Figure B.7: Metric Evaluation on com-LiveJournal
Figure B.8: Metric Evaluation on com-Amaazon
Figure B.9: Metric Evaluation on email-Enron
Figure B.10: Metric Evaluation on wiki-Talk
Figure B.11: Metric Evaluation on ca-AstroPh
Figure B.12: Metric Evaluation on ca-HepPh
Figure B.13: Metric Evaluation on web-BerkStan
Figure B.14: Metric Evaluation on web-Google
Figure B.15: Metric Evaluation on web-NotreDame
Figure B.16: Metric Evaluation on web-Stanford
<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Degree Distribution</td>
</tr>
<tr>
<td>(b)</td>
<td>Diameter</td>
</tr>
<tr>
<td>(c)</td>
<td>Average SPSP Unreachable Ratio</td>
</tr>
<tr>
<td>(d)</td>
<td>SPSP Stretch Factor</td>
</tr>
<tr>
<td>(e)</td>
<td>SPSP Stretch Factor with Unreachable Ratio Constraint</td>
</tr>
<tr>
<td>(f)</td>
<td>Vertex Isolated Ratio</td>
</tr>
<tr>
<td>(g)</td>
<td>Eccentricity Stretch Factor</td>
</tr>
<tr>
<td>(h)</td>
<td>Eccentricity Stretch Factor with Isolated Ratio Constraint</td>
</tr>
<tr>
<td>(i)</td>
<td>Mean Clustering Coefficient</td>
</tr>
<tr>
<td>(j)</td>
<td>Global Clustering Coefficient</td>
</tr>
<tr>
<td>(k)</td>
<td>Clustering F1 Similarity</td>
</tr>
<tr>
<td>(l)</td>
<td>Betweenness Centrality Precision</td>
</tr>
<tr>
<td>(m)</td>
<td>Closeness Centrality Precision</td>
</tr>
<tr>
<td>(n)</td>
<td>Katz Centrality Precision</td>
</tr>
<tr>
<td>(o)</td>
<td>Eigenvector Centrality Precision</td>
</tr>
<tr>
<td>(p)</td>
<td>PageRank Precision</td>
</tr>
<tr>
<td>(q)</td>
<td>Number of Communities</td>
</tr>
<tr>
<td>(r)</td>
<td>Modularity</td>
</tr>
<tr>
<td>(s)</td>
<td>Quadratic Form Similarity</td>
</tr>
<tr>
<td>(t)</td>
<td>Max Flow Stretch Factor</td>
</tr>
<tr>
<td>(u)</td>
<td>Max Flow Stretch Factor with Unreachable Ratio Constraint</td>
</tr>
</tbody>
</table>

Figure B.17: Metric Evaluation on com-friendster
Figure B.18: Clustering GCN Accuracy on Reddit

Figure B.19: GraphSAGE Accuracy on ogbn-proteins
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