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Abstract

A new analytic performance model is presented for multiprocessor systems employing multi-
ple bus interconnection networks. The system bandwidth is analyzed as a two stage process tak-
ing into account conflicts arising from memory and bus interference. The analysis covers multiple
bus systems in which each memory is connected to every bus, and systems in which each memory
is connected to a subset of the buses. The model is compared to previously published simulation
data and is shown to be in close agreement.
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I. Introduction

A great deal of attention has been paid to the design and analysis of inter-
connection networks for multiprocessor systems. Most of the previous research
has dealt with crossbar networks or multistage networks [1]. While these net-
works are attractive for applications where high bandwidth is required, their high
cost and special implementation requirements have prevented them from being
used for the full range of multiprocessor applications. Most commercial systems
containing more than one processor employ a single bus; consider, for example,
the design philosophy advocated for the iAPX86 family in which the Multibus
(IEEE 796 standard bus) provides all the intrasystem communication [2]. Single
bus systems are inexpensive and easy to implement but have limited bandwidth
and lack fault tolerance. A natural extension is to employ several shared buses to
increase bandwidth and fault tolerance at moderate cost. Figure 1 shows typical
systems in which B buses are used to interconnect N processors to M memory
modules (B<N). Unlike a crossbar or multistage network, a multiple bus inter-
connection scheme allows easy incremental expansion of the number of processors
and memories in the system. F urthermore, the buses can be configured in a
variety of ways to provide a range of trade-offs between bandwidth, connection

cost, and reliability.

Recently, Lang, et al. [3,4] have investigated multiple bus systems of the
kind depicted in Figure 1. Using simulation they determined the bandwidth
characteristics of two representative bus configurations, complete and partial. In

the complete case, which is illustrated in Figure 1(a), every processor and



Bullet indicates

bus connection
4 o
L
851888 *
i 2|{® e e N i 2le e 0 |M
PYOCESSOrs Memory Modules
(a)
e
Bus group 1 .
¢
®
8
®
&
Bus group g : o0 eee

‘1‘ iziOOG IR! {1! Big, 2909 !ﬂ"ﬂfq’l‘ {ﬂl

|SCoUp g & < Group 1L ®
Processors Mernory Modules

(b)

Figure 1. Two multiprocessor systems with multiple
bus interconnection networks: (a) complete; (b) partial.

memory module is connected to every bus; in the partial case, which is illustrated

in Figure 1(b), each memory need only be connected to a subset of the buses. In
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particular, Lang et al. [3] showed that a complete multiple bus configuration with
B~ N/2 has almost the same bandwidth as an NxM crossbar, as well as
higher fault tolerance. Similar advantages can be obtained at lower cost using a

partial bus configuration.

This paper presents an analytic model of the bandwidth of multiple bus sys-
tems. Our results are shown to agree closely with the experimental data
presented in [3]. Section II defines the underlying assumptions and develops the
bandwidth model. Section IN then compares the analytic model to the previous
simulation results. Finally, some possible extensions of this model are mentioned

in Section IV.



II. The Model

The systems shown in Figure 1 are assumed to be synchronous, and
processor-memory transactions are assumed to occur during discrete time inter-
vals termed bus cycles (continuous time analogues of such systems are discussed
in [5,6]). For the purposes of this paper, bandwidth will be defined as the
expected number of buses in use during a bus cycle. Apart from the configura-
tion of the system, i.e., the values of B, M, N, and the buses grouping used, the
most important factors affecting bandwidth are the rate at which memory
requests are made by processors, and the degree of conflict that those requests

experience.

There are two sources of conflict due to memory requests in a multiple bus
system. First, more than one request can be made to the same memory module,
resulting in memory interference. Second, there may be an insufficient number
of buses available to accommodate all the memory requests, resulting in bus
interference. In [3] a two-stage arbitration scheme is used to resolve these con-
flicts. In the first stage, memory interference is resolved by M 1l-out-of-N
arbiters each of which selects at most one outstanding request per memory
module. In the second stage, bus interference is resolved by a B-out-of-M
arbiter which assigns the buses to the memory requests selected in the first stage.
The assignment is done on a round robin basis by each arbiter. In a realistic sys-
tem requests that are blocked by either memory or bus interference are resubmit-
ted during the following bus cycle. This policy for handling rejected requests is

implemented in the simulation model of [3]. Analytic models that capture this



feature appear to be intractable except in those cases where B, M, and N are

very small [7].

The basic assumptions underlying our model follow those of [3]. Each pro-
cessor is assumed to generate independent requests (Bernoulli trials) for memory
with probability p at the start of each bus cycle. This value of p will be
referred to as the request rate. Modeling the memory access process as a Ber-
noulli process has been validated empirically in [8-10], and is widely used as a
basis for memory interference models. The memory requests are assumed to be
uniformly distributed across all the memories with probability 1/M ; this is a
reasonable assumption when address interleaving based on the low-order address
bits is used. Hence, the probability that processor P; requests memory M, is
p/M for all ¢ and ;5. Note that the foregoing assumptions imply that the
rejected requests are in effect discarded. As we will show later, this simplifying
assumption yields results quite close to simulations in which blocked requests are

resubmitted during the following bus cycle.

The analysis can be treated in two parts corresponding to memory interfer-

ence and bus interference.

Memory interference analysis : As noted earlier the probability that processor P,

requests memory M, is given by p/M . Tt follows that the probability that P,
does not request M, is given by (1-p/M), and further, that the probability that
none of P, (i=1,...,N) requests M; is given by (1-p/M)¥ . This last

expression can also be interpreted as the probability that the I-out-of-N arbiter



associated with M; has no input requests from which to choose. Conversely,

the probability that there is at least one request for M, is given by
g =1- (1-p/M)" (1)

From the behavior of the arbiters, we can conclude that the probability that one

request gains access to M; is ¢ forall 5.

Bus interference analysis : Only the requests from at most B of the M 1-out-of-N

memory request arbiters can be handled during any bus cycle, since there are
only B buses. The probability that exactly i of the M memory-request

arbiters output a memory request is given by

i) =

M ] ¢' (1-g)* (2)

The probability that B or more of the M memory-request arbiters output a

memory-request can be written

FB)= 3 1) @)

=B

This is the probability that all B buses are in use, i.e., the interconnection net-
work is saturated. From equations (2) and (3), the following expression can be

derived for the expected number of buses in use during a bus cycle:

BW = B F(B) + %31 i fl4) (4)

i==1

By our earlier definition, BW also represents the bandwidth of a complete muiti-



ple bus system.

As will be shown, the above expression for BW is in close agreement with
the simulation results presented in [3]. The major source of error arises from the
assumption that blocked requests are discarded. In reality, and also in the simu-
lations, blocked requests are repeatedly resubmitted or queued until the memory
they request allows them access. Equation (4) can be refined by taking this into

account in the manner described below.

The probability that a memory request is accepted in the bus cycle in which

it is made, is given by

BW
P, = % (5)

The numerator of (5), i.e., the bandwidth, measures the number of requests that
obtain memory access during a bus cycle. The denominator of (5) measures the
total number of requests made by all the processors during a bus cycle. It is con-
venient to define an “‘adjusted” request rate o, that accounts for resubmission of
rejected requests, where 0<p<a<l. By assumption, the memory request pro-
cess is a Bernoulli trail with success probability p or, in the case of the adjusted
rate, a. It follows that the mean number of bus cycles before a request (trial) is
1/p-1, or in the case of the adjusted rate, 1/a-1 [11]. Thus, the ratio of the

number of successful requests to the total number of requests, i.e., P, , is given

by



P, = (6)

Equations (5) and (6) can be used in an iteration scheme to get an improved esti-

mate for BW due to the adjusted rate o, as follows:

BW(ay)

apy =1~ — = (17) (@)

Here we are using equation (1) for ¢ with o replacing p . Solution of (7) for
ay,; yields an improved value, BW(a, +1), for the bandwidth. Any remaining
deviations from the simulated bandwidth occur because o does not take into
account the fact that resubmissions are all directed to the same memory. This
iterative technique is an adaptation of a method first proposed by Hoogendoorn
[10] (for details see [12]). For large systems, i.e., large M or N, a higher order
iterative scheme may be used in place of equation (7) to reduce the number of

steps to solution.

It is also possible to derive a analytic expression for the change in

bandwidth, ABW , due to the removal (or loss) of one bus. Let
ABW = BW(B) - BW(B-1) (8)
Then from equation (4) it can be shown that
ABW = F(B) (9)

Equation (3) shows that F(B) is the sum of the last M-B+1 terms of a bino-

mial series. This can be approximated to the tail of a normal distribution with



high accuracy if M is large [11]. In fact, the approximation works well even if
M is as small as 10. By approximating ABW in this way, it is possible to show

that ABW = 2 percent if the following holds:

B > Mg + 2vVMq(1-¢) (10)

For example, for M=N=16 and p =05, a value of B> 10 yields a

bandwidth that changes by no more than 2 percent if a bus is removed.

We now generalize equation (4) for the case of partial buses (Figure 1(b)).
The memory interference analysis is the same as before, since it is independent of
the bus configuration, i.e., equation (1) continues to apply. However, the bus-
interference analysis needs modification. If the B buses are grouped into ¢
equal groups (assuming g is a factor of B), equations (2) and (3) become the

following:

) M
f () = l M,-/g] q' (1-q) ¢ (11)
M/q
F,(B)= -33:/ Iy (4) (12)

Consequently, the bandwidth can be written as

5

W, =gl 2 Fmy+ 'y g (13)

1=1

which is simply ¢ times the bandwidth of any one of the g subsystems formed
from N processors, B/g buses, and M/g memories. Equation (13) can also be

incorporated into the iterative scheme of equation (7), as follows:
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ng (ak )

apy =1~ —% == (1-p) (14)

As before, equation (14) yields an improved value, BW, (0}, for the

bandwidth.



il
III. Evaluation of Results

In this section we briefly compare the results obtained from our analytic
model with the simulation data of Lang et al. [3]. The same N X N multipro-
cessor configurations are employed, including systems with complete buses, and

systems with two group of partial buses.

Table 1 shows the simulation results presented in [3] for complete bus Sys-
tems. The bandwidth BW is calculated for various values of B and N, with
p, the independent processor request rate, assigned the values 1.0 and 0.5. The
data here clearly indicates that BW changes very little after N reaches B/2 .
Table 2 shows BW as predicted by equation (4). The difference between the
simulated and analytic values of BW is presented in Table 3. It can be seen
that, except for small values of N and p, this difference is less then about 10
percent, indicating reasonable good agreement between our results and those of
[3]. Table 4 presents the bandwidth values obtained by using the iterative
method. The corresponding percentage deviations from the simulated values
(Table 1) appear in Table 5. The maximum difference has now been reduced to

less than 7 percent in all cases.

Lang et al. also simulated the partial bus organization of Figure 1(b) with
g = 2 ; their results are tabulated in Table 6. The corresponding analytic data,
obtained using the iterative method of Section II, is given in Table 7. Com-

parison of these two sets of results shows good agreement (less than 7 percent)

between the analytic and empirical data; see Table 8.



Number of processors N (= M)

Number
of 8 12 16
Buses, B
==1 p==5 ==] =5 | p=1 p=5|p=1 p=95
1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2 1.97 1.65 2.00 2.00 2.00 2.00 2.00 2.00
3 2.55 1.77 3.00 2.87 3.60 3.00 3.00 3.00
4 2.62 1.77 3.83 3.33 4.00 3.65 4.00 4.00
5 4.62 3.45 4.99 4.67 5.00 4.98
6 4.90 3.47 5.93 5.023 6.00 5.85
7 4.94 3.47 6.68 513 6.08 £.43
& 4.95 3.47 7.12 5.16 7.92 6570
9 7.27 5.16 872 6.82
10 7.28 5.16 9.27 £.83
11 7.30 5.18 2.53 6.83
12 7.30 5.16 9.61 6.83
13 9.63 6.84
14 9.63 6.84
15 9.63 6.84
16 9.63 6.84

Table 1. Bandwidth BW obtained by simulation for the complete bus.

Number of processors N {==M)

Number
of 8 12 i6
Buses, B
p=1 p=5 ==1 =5 =1 p=051 p=1 p=5
1 0.99 0.88 1.00 0.98 1.00 1.00 1.00 1.00
2 1.89 1.43 2.00 1.88 2.00 1.98 2.60 2.00
3 2.52 1.63 2.97 2.57 3.00 2.89 3.00 298
4 2.73 1.66 3.87 2.99 3.99 3.67 400 391
5 4.59 3.18 4.97 4.23 500 4.74
6 5.04 3.22 5.88 4.57 5.99 5.41
7 5.22 3.23 6.66 4.72 6.97 5.87
8 5.25 3.23 7.24 4.78 785 6.15
9 7.58 4.80 872  6.29
10 7.73 4.80 939 635
i1 7.77 4.80 985  6.37
12 7.78 4.80 1013 6.37
13 1025  6.37
i4 10.29 637
15 1030 6.37
16 10.30 6.37

Table 2. Bandwidth BW calculated from equation (4).

iz
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Number of processors N (= M)
Number
of 4 8 12 16
Buses, B

=] p=.5 =1 =5 | p= =.5 | p=1 p=25
1 -1.00  -12.00 0.00 -2.00 0.00 0.00 0.00 0.00
2 -4.06 -13.33 0.00 -6.00 0.00  -1.00 0.00 0.00
3 -1.18 =791 | -1.00 -10.45 0.60 -367 0.00 -0.67
4 4.20 -6.21 | -1.53  -10.21 | -0.25 -7.09 6.00 -2.25
5 -0.65 -8.41 | -0.40 -9.42 000 -4.82
6 2.86 -7.20 | -0.84 -9.15 | -0.17 ~7.52
7 5.67 -6.92 | -030 -7.99 | -0.14 -871
8 6.06 -6.92 1.6 -7.36 | -0.38 .8.21
9 4.26 -6.98 600 777
10 6.18 -6.98 1.29 -7.03
11 644 .6.98 3.46 673
12 6.58 -6.98 541  -6.73
13 644 -6.87
14 6.85 .6.87
15 696 .587
16 696 -687

Table 3. Percentage difference between calculated (Table 2) and simulated values (Table 1) of BW .

Number of processors N (= M)
Number
of 4 8 12 16
Buses, B

p=1 p=5 =1 p=.5 =1 p=5| p=1 p=35
1 0.99 0.97 1.00 1.00 1.00 1.00 1.00 1.00
2 1.89 1.58 2.00 1.98 2.00 2.00 200 200
3 2.52 1.77 2.97 2.80 3.00 2.99 3.00  3.00
4 2.73 1.79 3.87 3.27 3.99 3.91 4.00 399
5 4.59 3.46 4.97 4.60 500 495
6 5.04 3.51 5.88 4.99 599 579
7 5.22 3.52 6.66 5.16 6.97 6.37
8 5.25 3.52 7.24 5.23 783  6.71
9 7.58 5.25 872 688
10 7.73 5.25 939  6.95
11 7.97 5.25 9.86  6.98
12 7.78 5.25 10.13  6.98
13 10.25 6.98
14 16.29 6.98
15 1030  6.98
16 1030 6.98

Table 4. Bandwidth BW with adjusted rate a calculated from equation (7).



Number of processors N (= M)
Number
of 8 12 16
Buses, B

p=1 p=5 | p=1 p=5 |p=1 p=25|p=1 p=5
i -1.00 -3.00 0.00 0.00 0.00 0.00 0.00 0.00
2 -4.06 -4.24 0.00 -1.00 0.06 4.00 0.00 0.00
3 -1.18 0.00 | -1.00 -2.44 000 -0.33 0.00 0.00
4 4.20 1.13 | -153 -1.80 | -0.25 -1.01 0.00 -0.25
5 -0.65 0.29 | -0.40 -1.50 0.00 -0.60
6 2.86 1.15 | -0.84 -0.80 { -0.17 -1.03
7 5.67 i44 | 030 058 | -0.14 -0.93
8 6.06 1.44 1.69 1.36 | -0.38 0.15
9 4.26 1.74 0.00 0.88
10 6.18 1.74 1.29 1.76
11 6.44 1.74 3.46 2.20
12 6.58 1.74 5.41 2.20
13 6.44 2.05
i4 6.85 2.05
15 6.96 2.05
i6 6.96 2.05

Table 5. Percentage difference between calculated (Table 4) and simulate

Number of processors N (== M)
Number
of 4 8 12 16
Buses, B
p=1 p==5 | p= =5 ==1 =5 ==1 p==.5
1+1 1.74 1.50 1.87 1.83 1.92 1.90 1.93 1.93
242 2.62 1.77 3.61 3.11 3.81 3.64 3.86 3.79
343 4.72 3.44 5.52 4.76 5.73 5.43
4+4 4.93 3.47 8.77 5.10 7.48 6.42
5+5 7.24 5.16 8.79 6.77
646 7.28 5.16 9.43 6.83
T+7 9.59 6.84
3+8 9.63 6.85

Table 6. Bandwidth BW, obtained by simulation for the partial bus case (2 groups). ﬁ

i4

d values (Table 1) of BW .
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Number of processors N (= M)
Number
of 4 8 i2 16
. Buses, B
=1 p=.5] p=1 p=. p== p==. p=1 p=35
1411 180 149 | 197 1902 | 200 199 | 200 200
242 | 273 179 | 373 312 | 395 376 | 390 305
3+3 483 347 | 571 480 | 504 558
4+4 5.25 352 | 7.00 516 | 771 650
5+5 763 524 | 910 686
6+6 778 525 | 992  6.96
T+7 1024  6.98
8+8 1030 6.98

Table 7. Bandwidth BW, calculated from equation (14).

Number of processors N (=M)

Number

of 4 8 i2 16
Buses, B

=1 p=35]p= p==.5 | p== p=.5 | p=1 p=25
1+1 3.45 -067 | 5.35 4.92 4.17 4.74 3.63 3.63
242 4.20 1.13 | 3.32 0.32 3.67 3.30 3.37 4.22

3+3 3.39 0.87 3.44 0.84 3.66 2.76
4+4 6.49 1.44 3.40 1.18 3.07 1.25
- 5+5 5.39 1.55 3.53 1.33
6+6 6.87 1.74 5.20 1.90
7+7 6.78 2.05
: 8+8 6.96 1.90

Table 8. Percentage difference between calculated (Table 7) and simulated values (Table 6).
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IV. Conclusion

We have presented new analytic formulas for BW and BW, . Although
they are fairly simple, they are in close agreement with previous simulation
results. Possible extension to this work include examining the effects of different
arbitration schemes on BW and fault tolerance. Also of interest is obtaining a
simple approximation for BW ~-BW, to evaluate the bandwidth degradation of

different partial bus groupings.
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