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CHAPTER 1
Introduction

Information technology is drastically changing our world. Economies are shifting from the
industrial age of steel and cars to the information age of computer networks and ideas
[Ec096]. In 1998, the gross domestic product (GDP) in the US due to computers,
semiconductors, and electronics reached that of the automobile industry: 3.5% [Baum98].
The microprocessor, which saw its birth in 1971 with the Intel 4004, plays a central role in
this information revolution. Indeed, Intel now dominates the hardware side of the
computer industry. It is the largest (by dollar volume) chipmaker in the world.
Microprocessors have become commodity products and are essential parts, not just of
computers, but also of cars, cellular phones, personal digital assistants, and video games,
to name just a few. Continuous technological improvements have led to integrated circuits
becoming smaller, faster and cheaper. Simultaneously, people have continued to find new
uses of microchips and computers. The Internet, with its explosive growth, is just the latest

example.

The markets for microprocessors demand low cost and high performance, and are
changing rapidly. To meet these demands, microprocessor design houses have to
overcome great technological challenges: Circuits need to be designed that operate at very
high speed. New design methodologies to deal with signal integrity and timing issues are
becoming necessary now that the minimum feature size has dropped well into the deep
sub-micron regime. The number of transistors integrated on a single chip is doubling every
18 months. This has led to an enormous growth in functional complexity. Furthermore, the

pressure put on the design cycle by time-to-market is enormous.

Functional verification, which is concerned with ensuring that the design implements

the intended functional behavior, is considered one of microprocessor design’s major



bottlenecks. A verification team today is the size of what an entire microprocessor design
team was 10 years ago [Wolf98b]. The technology and knowledge required to do
verification ‘right’ is expected to become a differentiator among companies [Wolf98b].

Successful companies will have to put together a complete set of complementing
technologies to ensure their designs’ functional quality. Also, microprocessors are
increasingly being used in (safety-) critical applications, which directly influence the need

for better design verification.

The cost of doing verification ‘wrong’ can be very high. Manufacturing an extra silicon
revision of a chip is becoming increasingly expensive [Wils99]. Far more severe can be the
loss in expected sales and margin due to the delay in planned shipping date when an
unplanned silicon revision is required. Finally, production volumes are ramping up so
rapidly, that letting the first customers do the debugging is no longer an option. To cover
the replacement of faulty chips containing the infamous FDIV bug, Intel announced a

charge against earnings of $475 million [Beiz95].

The subject of this thesis is a new methodology for functional design verification of
microprocessors. To put functional design verification into perspective, we first examine
the design process. We then define functional design verification in Section 1.2. The next
three sections discuss some important issues in functional design verification: test
generation (Section 1.3), correctness checking (Section 1.4), and quality measurement
(Section 1.5). We examine related work in the areas of physical fault testing and software
testing in Sections 1.6 and 1.7, respectively. We conclude this introduction with an outline

of the thesis.

1.1 Microprocessor design

To put functional design verification into perspective, we first examine the design process
of microprocessors. Our discussion is based on an article by Bose and Conte [Bose98].
Referring to Table 1.1, four major phases can be identified: 1) architectural exploration, 2)

microarchitecture definition, 3) design implementation, and 4) post tape-out.



Table 1.1: Phases in the design of a microprocessor

Synthesis Analysis (verification) Design
Phase - e .
activities activities representations
Architectural Application selection Validation of traces Performance,
exploration Workload selection cost, and power
Trace generation goals
Microarchitecture ~ Development of Performance ISA
definition trace-driven simulator  verification Trace-driven
Microarchitecture simulation
definition model (uarch.)
Design Logic design Func. design verif. Behavioral RTL
implementation Circuit design Func. impl. verif. Structural RTL
Physical design Timing verification Transistor-level
Electrical verification schematics
Layout verification Layout
Post tape-out Machine-specific Functional testing First silicon
compiler tuning Electrical charact.

Performance charact.

Architectural exploration

Both economical and technological forces set the design targets for a new microprocessor.
The specifications include performance goals for certain applications, cost and power

consumption constraints.

One of the first tasks of the architects is to select representative applications, generate
corresponding workloads, and reduce thesd@éachmarkshat are small enough for
microarchitectural simulation. Other activities include the analysis of the dataflow of key
applications and the development of a crude model to evaluate the performance of the

architecture. Architects bound the design space based on technological considerations.

Microarchitecture definition

The second phase is concerned with the definition of the microarchitecture. Architects
work on microarchitectural innovations, determine which microarchitectural features need
to be considered, and build simulation models for them. These models are the building

blocks of a simulation model for the complete microarchitecture. The purpose of the



microarchitectural simulator, also referred to a@er or aperformance simulatois to
compute an accurate estimate of the execution time, in number of clock cycles, of a given
benchmark on a given concrete microarchitecture [Burg97, John91]. As the number of
design points is very large and the size of the benchmarks is very large as well, simulation
speed is important. A popular simulation technique is trace-driven simulation [John91]. A
concrete microarchitecture is defined by a set of parameters that further specify the
features used, such as the number and latency of integer execution units, or the size of a
cache. Also associated with each microarchitectural feature is its cost in terms of
hardware, but also in terms of design and verification effort. To accurately estimate the

cost some floorplanning and circuit design studies may be required.

The design problem is that of finding the microarchitecture that meets all the constraints
and provides the best trade-off between performance and cost. Verification at this stage of
the design is mainly concerned with the correctness of the microarchitectural simulator;
the systematic study of this problem, also referred to as performance verification, has only

recently gained interest [Bose98].

Design implementation

In the third phase the microarchitecture is implemented. The microarchitectural
specification is typically not formal, and consists of textual descriptions, block diagrams,
and parameter values. The first step in this phase is to design the first register-transfer
level (RTL) description. Standardized hardware description languages (HDL’s), such as
Verilog [IEEE96] and VHDL [IEEES88], or C/C++ are commonly used to describe the
RTL model. This activity is sometimes referred to @mtrol design Logic designers

refine this behavioral RTL description to a structural RTL description. Circuit designers
generate transistor-level netlists that implement the structural RTL. Layout designers
generate layouts for the transistor-level schematics. The refinement from behavioral RTL

to layout differs significantly among industrial design methodologies.

There are numerous verification problems at this stage. They include functional (logic)
verification, timing verification, electrical verification, physical design rule verification. In

functional verification we distinguish between design verification, which is concerned



with the functional correctness of the initial RTL description, and implementation
verification, which is concerned with checking the functional equivalence between two
versions of the implementation. The latter includes comparing the RTL view against the
structural view, the structural RTL view vs. transistor level schematics, and the schematics

vs. the layout.

Post tape-out

Functional design verification continues after the design has been taped out. Once first
silicon is available, extensive functional testing can begin. The main difference with pre-
silicon design verification is the vast increase in test throughput. Diagnosing the root cause
of a discrepancy can be difficult. Functional test suites are complemented with test suites
aimed at measuring performance. Other activities in this phase include electrical

characterization, and physical fault testing and diagnosis.

Software activities that critically depend on the hardware, such as machine-specific
compiler tuning, and post-hardware measurements, can start as soon as the silicon has
been found sufficiently functional. This may involve engineering workarounds for

remaining functional bugs, or fabrication of corrected versions of the chip.

1.2 Functional verification

Functional verification has gained a lot of interest in recent years as evidenced by the
surge in publications detailing industrial experience with the topic:

* AMD’s K5: [Gana96]

» DEC's Alpha: [Kant96, Tayl98]

* HP’s PA RISC: [Alex96, Bass95, Mang97, Weir97]

e IBM’s S/390: [Shep97, Wile97]

» Metaflow’s Sparc: [Pope96]

» Motorola/IBM’s PowerPC: [Mall95, Mona96]

* SGS Thomson’s Chameleon: [Casa96]



Although concrete methodologies differ from company to company, some common

themes can be identified as we shall see.

Functional implementation verification. Functional implementation verification
refers to checking the functional equivalence between two versions of the design. The two
versions may be representations of the design at a different level of abstraction (below the
microarchitectural level), such as behavioral and structural RTL. Alternatively they may
be different versions of the design at the same level of abstraction; for example, one may

be a retimed version of the other.

Efficient methods have been developed to formally check the boolean equivalence of
large combinational circuits [Kuel97], and have recently become available commercially
[Goer95]. For library-based logic design methodologies these tools are readily applicable.
In custom methodologies a significant effort may be involved in automatically extracting
an accurate gate-level view from the transistor level netlist. Nevertheless, these methods
are becoming a favorable alternative for regression verification using a (switch-level)

simulator.

Combinational equivalence checkers can be used to check the equivalence of two
sequential circuits if there is a one-to-one mapping between the state registers. If such a
mapping does not exist, the complexity of the problem greatly increases. For the special
case of circuits whose state registers differ because of retiming, more specialized methods

have been developed [Bisc97, Hosk95].

Functional design verification. Functional design verification (FDV) is concerned
with verifying the functional correctness of the first RTL model of the design. For
microprocessor design correctness, this means conformance to the instruction set

architecture (ISA) and to some (incomplete) microarchitectural specification.

Functional design verification undergoes several phases as the project progresses. The
complete effort can be divided into a pre-silicon and a post-silicon phase. The former

phase is further divided into unit verification and system verification.

During unit verification a portion of the design is verified in isolation. For larger units,

another (lower) level of integration (designer macros) may be appropriate. Basically the



same verification techniques as those at the system level are applicable. The advantages of
this bottom-up approach are as follows. Functional bugs that are confined to a single unit
are usually easier to detect and diagnose when that unit is exercised in isolation than in the
system. Furthermore, verification does not have to wait until every unit is completed. A
disadvantage is the overhead required to set-up testbenches for all of the units. This may
require abstract models to mimic other units interfacing with the one being verified. Once

functional quality criteria for the units have been megstenverification can be started.

The aim ofpre-siliconfunctional verification is not to eliminate every functional design
error, but to raise the functional quality of the design to a level that facilitates swift
hardware bring-up and test. Consequently the system has to be able to perform most
functions perfectly, but a small number of remaining errors can be tolerated. Wile et al.
[Wile97] report three key elements in achieving this goal: 1) The strengths and
weaknesses of verification methods used need to be understood. 2) The priorities of
hardware bring-up need to be understood and verified. 3) Work-around mechanisms,
which allow for avoidance of failing aspects of the system behavior, need to be understood
and fully functional. If these conditions are met, a much higher confidence in the
functional quality of the design can be obtained in a given amount of time by fabricating
the chip and performing extensive functional testing than by any of the pre-silicon
verification techniques. This is essential for meeting time-to-market. The throughput of
test cases duringost-siliconverification is typically 3 to Sorders of magnitudegreater
than that during pre-silicon verification. On the other hand, diagnosing an error may take
significantly more time. The first step is usually to try to reconstruct the conditions that led
to the discrepancy in the RTL simulation model. The observability offered by the RTL

model can then be used to diagnose the error to its root cause.

Approaches to functional design verification

There are two broad approaches to functional hardware design verification: formal and
simulation-based. Formal methods try to verify the correctness of a system by using
mathematical proofs [Clar96, Kurs97, McFa93, McMi94, Yoel90]. Such methods

implicitly consider all possible behaviors of the models representing the system and its



specification, whereas simulation-based methods can only consider a limited range of
behaviors. The accuracy and completeness of the system and specification models is a
fundamental limitation for any formal method. The spectrum of formal methods for FDV

is broad. At one end there are methods that are highly automated, but address only a very
restricted problem space [Beer96, EET94, Goer97, Hard96, Kuel97, McMi93]. Methods
at the opposite end, such as theorem proving, use formalisms to address a richer class of
problems, and have mechanisms to use hierarchy and abstraction, but require a great

amount of expertise to apply them [Cohn87, Cohn89, Owre96, Wind95].

Simulation-based design verification tries to uncover design errors by detecting a
circuit’s faulty behavior when deterministic or pseudo-random tests (simulation vectors)
are applied. All of the microprocessor manufacturers mentioned in the beginning of
Section 1.2 report that they still rely heavily on simulation-based methods to verify their
products. Simulation-based methods are readily applicable as typical design flows use
HDL descriptions that can be simulated using standard logic simulation tools, or C/C++
descriptions in conjunction with a proprietary (cycle-based) simulator. Also, logic

simulation is an area hardware designers are very familiar with.

In the following sections we examine some important issues in simulation-based
functional design verification: test generation, checking correctness, and measuring

functional quality.

1.3 Test generation for FDV

Manual test generation. Hand-written tests have been used with great success in the
early days of computer design. With an intimate understanding of the design, a designer
can write a very powerful and yet small set of verification tests that are very effective in
exercising the design. Hand-written tests also have the advantage of being easier to debug.
However, as the size and complexity of designs have dramatically increased, it becomes
harder for one person to comprehend the complete design at a detailed level. Moreover,
modern simulation technology, such as cycle-based simulation [McGe95], is able to

simulate millions of clock cycles per day on a single workstation, even for the biggest



designs. To take advantage of this simulation capability, automated test generation

methods are needed.

Pseudo-random test generationin the area of physical fault testing, it has long ago
been recognized that test patterns can easily be generated randomly. The method requires
very little effort, but its efficiency and effectiveness, are rather low compared to
algorithmic approaches. Furthermore, the effectiveness and efficiency decrease with
increasing design size [Abra90]. Nevertheless, random test pattern generation can be very
useful to complement manual test generation in the absence of better methods.
Sophisticated pseudo-random exercisers have been used very successfully to validate
complex microprocessor designs [Ahar91, Kant96]. Taylor et al. [Tayl98] report that 79%
of the functional bugs in the DEC Alpha 21264 microprocessor were found by pseudo-
random tests. To achieve this high effectiveness such pseudo-random test generators
incorporate knowledge about the instruction set architecture and the concrete micro-
architecture. They typically have many parameters that allow the verification engineer to
bias test generation towards “interesting behaviors,” such as corner cases. A strength of
random test generators is that they can generate test cases that verification engineers might
have never thought of. On the other hand, most random test generators have so-called
holes these are areas in the space of valid test sequences that are covered only with an
extremely low probability, or even are not covered at all. Random tests are more difficult

to debug than hand-written tests.

Template-based test generationCertain aspects of designs are difficult to cover with
biased random tests. This may be the case if the space of valid input sequences is highly
constrained. Specialized tools have been developed to help automate the generation of
such focused tests. One example is a code generator described in [Chan94, Chan95]. The
user provides so-called symbolic instruction graphs that compactly describe a set of
instruction sequences that exhibit certain properties. The tool generates actual instruction
sequences that satisfy all the properties by using constraint solving techniques. One
property might be that the third instruction is a load-class instruction, which causes a
cache miss, and that the fourth instruction is an arithmetic instruction using the result

produced by the load instruction. Free variables, such as the register that serves as the load
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target, are chosen in a biased random manner. The tool incorporates knowledge about the
micro-architecture, in the form of implicit constraints and biasing functions. A similar tool

is described in [Hoss96].

Operating system (OS) and application codeOther sources of verification tests are
operating system code and application code. However, booting an OS requires on the
order of ten billion cycles [Kuma97], therefore the use of this type of verification has only
recently become feasible through hardware emulation [Gana96, Bass95, Kuma97].
Demonstrating that the design correctly boots several OS’s is a great confidence builder.
Furthermore, for architectures that are not very well documented, such as the Intel x86
architecture [Wolf98a], successfully running application software with the OS in place is a
common practice [Gana96]. In spite of the fact that the x86 architecture dominates the
industry, there are some subtle features [X86] which are not officially documented and can
cause compatibility problems. Ultimately application and OS software are the yardsticks
for compatibility. In-circuit emulation is one step closer towards real system operation.
The emulator is hooked up to a (modified) system board and hence receives real external

events from other devices on the system bus.

Coverage-directed test generation.Pseudo-random test generators are typically
deployed in conjunction with extensive coverage measurements. Coverage is a measure of
the completeness of a test suite for a design. A discussion of prevalent coverage metrics is
given in Section 1.5. Coverage data is analyzed to identify regions of the behavior that are
not (well) covered. Usually, verification engineers manually tune the pseudo-random test

generators, or write a focussed test to cover the verification hole.

Error-oriented test generation. A different approach is to use synthetic design error
models to guide test generation. This exploits the similarity between hardware design
verification and physical fault testing. For example, Al-Asaad and Hayes [AA95] define a
class of design error models for gate-level combinational circuits. They describe how each
of these errors can be mapped onto single-stuck line (SSL) faults that can be targeted with
standard automated test pattern generation (ATPG) tools. This provides a method to

generate tests with a provably high coverage for certain classes of modeled errors.
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A second method in this class stems from mutation testing, which is an error-oriented
structural approach to software testing. Mutation testing will be discussed in greater detalil
in Section 1.7. Recently, Al Hayek and Robach [AH96] have successfully applied

mutation testing to hardware design verification in the case of small VHDL modules.

1.4 Checking the outcome of a simulation

A nontrivial task in simulation-based FDV is to determine the outcome of simulating a

verification test, i.e., did the verification test detect an error?

Manual inspection. Manual inspection of the simulation output is still a commonly
used method, especially in the early stages of the verification effort. The engineer,
typically the designer, inspects the simulation output through an interface similar to that of
a logic analyzer. This method is very flexible way for tracking down an error to its source.
The interface allows the designer to explore the entire design. Every signal in the circuit
can be examined. Once the outcome of a simulation run has been validated, it can be
stored together with the test for later use (regression testing). Although manual inspection
is error-prone and impractical for large test sets, it is still necessary to diagnose the root

cause of discrepancies detected by the methods discussed below.

Self-checking testsA first approach to automated correctness checking is to make the
tests self-checking. The tests start by setting up the system’s initial state. This is followed
by the bulk of the verification test. At the end, part of the system’s final state is compared
to a precomputed final state included with the test. If the test was generated manually, it is
not uncommon that the test writer computes the expected final state himself. For larger
tests, and for tests that were generated with tool assistance or even completely
automatically, the final state is usually computed by running the test through a suitable
high-level simulation model of the system, such as an interpreter for the ISA. The outcome
of a self-checking test is basically pass or fail. In case of failure, the test needs to be
simulated again, this time with full visibility. Tracking down the error (error diagnosis)
can be very tedious and time consuming. Another complication of the approach is the

problem oferror masking At some point in the simulation, a verification test may uncover
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a design error (make it observable in the visible part of the machine state), but the error
effect might get annihilated in the remaining part of the simulation. To overcome this

difficulty, tests are usually restricted in length. An advantage of self-checking tests is that
only the implementation needs to be simulated. The absence of a suitable simulatable
reference model (specification) makes it the only choice for correctness checking. The use
of self-checking tests has been reported in [Chan94, Ho96a]. Kantrowitz and Noack
[Kant96] worked on the functional verification of a commercial superscalar

microprocessor. They reported some of these difficulties associated with self-checking

tests, and mainly used the-simulationapproach to correctness checking.

Co-simulation. The second approach for automated checking is to simulate the
implementation and the specification together and to compare the states of both machine
constantly. This approach has been referred to as co-simulation [Ho96a]. A discrepancy
between implementation and specification states indicates either an error in the
implementation (a design error), or an error in the reference model. Provided that the
reference model and the implementation are developed independently, it is very unlikely
that both models exhibit exactly the same error and hence that an error would pass
unnoticed. The main difficulty with this approach is that the reference model and the
implementation are usually at different levels of abstraction. Synchronizing the simulation
of both models, and providing an appropriate mapping (both in time and in space) between
the state of the reference model and the implementation may require a significant amount
of effort. A superscalar processor with out-of-order execution might be working on several
tens of instructions at any given time, whereas the sequential reference model processes
only a single instruction at a time. The benefits of this approach are as follows. Co-
simulation allows large verification tests to be run without supervision. Changes in the
implementation only require changing the state mapping. No individual verification tests
need modification, as might be the case for self-checking tests. Co-simulation is typically
used in verification methodologies that use pseudo-random test generation [Kant96,
Tayl98].

Assertion checkers Assertion checkers, also referred tovgatchdogsor snoopersare

agents that check certain properties about the design during the simulation. Checkers
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increase observability, help diagnosis, and prevent wasted simulation cycles by aborting
the simulation as soon as a violation occurs. They can be used in conjunction with self-

checking tests or co-simulation. A module that monitors the signals on a bus and checks
these signals against the bus protocol is an example of a checker. Another example is a
unit that monitors a finite-state machine and halts the execution as soon as the machine

enters an illegal state.

1.5 Measuring and predicting functional quality

Perhaps the most challenging problem in simulation-based FDV is to estimate the
confidence in the functional quality of a design after a certain amount of verification. Bass
et al. report the following acceptance criteria that were used in the verification effort of the
HP PA 7100LC microprocessor [Bass95]:

« all failures are diagnosed to their root cause

* no chip failures exist

« all handwritten tests pass

» random code generators have run for a “long time” without finding any failures

» application software has run without any indication of hardware bugs

The problem can be stated informally as two questions: “How thoroughly has the design
been verified?” and “When am | (going to be) done simulating?” The first question is
concerned witltoveragethe completeness of a verification test set. Given that exhaustive
simulation is not practical, and that therefore any simulation-based verification method is
incomplete, the second question is concerned with predicting the effort required to achieve
a certain level of functional quality. Determining coverage and predicting the verification
effort are closely related aspects. Both analysis of bug detection data, and analysis of
coverage have been used to gauge the (expected) confidence in the functional quality of a

design.
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Analysis of bug detection data

Upton collected design error data from the Aurora GaAs microprocessor designs at the
University of Michigan [Upto94, Upto97]. He observed error rates of one design error per
every 100 to 200 lines of Verilog code. This figure has been confirmed by industrial
sources [Bent97]. Upton also analyzed the cumulative number of detected bugs over time
and suggested that the bug detection process can be modeled as a function exponentially

tapering off in time.

Malka and Ziv apply techniques from software reliability engineering for statistical
analysis of bug detection data from two industrial microprocessor design projects
[Malk98]. They use trend analysis to gauge the effect of the introduction of a new test
generation techniques on reliability growth. Modeling of the bug discovery process is used
to make short term predictions, such as the mean time to the next failure, and long term
predictions, such as when a certain level of reliability can be expected. They conclude that
statistical analysis of bug detection data can provide very relevant information for

determining tapeout dates.

The use of quality criteria based on analysis of bug detection data is widespread.
However very little data of this type has been published [Mona96]. One reason might be
that this data is highly dependent on the design and verification methodology, the nature of
the design, and the designers themselves. Also, bug detection data is only meaningful to
the extent that a detailed verification plan has been carefully designed and implemented,
and that continuous efforts have been made to improve and extend techniques to exercise
the design. Biased-random test generators can generate new tests indefinitely, but these
tests tend to loose their effectiveness over time. Analysis of coverage provides another

means to assess the functional quality of a design.

Analysis of coverage

Coverage is a measure of the completeness of a test suite for a design. Moundanos,
Abraham and Hoskote [Moun98] give an idealized definition of coverage as the ratio of

the exercised behaviors over the total number of specified behaviors. A behavior can be
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modeled as an execution trace of the design. Unfortunately, attempting to exercise all

possible execution paths is an intractable problem. Practical coverage metrics are needed
to expose shortcomings of test suites and to spur further directed test generation. They are
also needed to complement the methods discussed above for evaluating the state of

completion of the verification effort.

Code coverage metrics from software testing

Software design also poses the problem of measuring the effectiveness of testing [Beiz90].
Classical structural metrics such st@tementbranch and path coveragealso apply to
hardware design, as designs are usually represented in hardware description languages
today. It is well known that many design errors may still go undetected even though
complete statement and branch coverage has been achieved. Full path coverage is an
impractical goal as the number of paths can be exponential. An advantage of these metrics
is that their computation imposes only a small overhead on logic simulation. A typical
flow for code coverage measurement is as follows. First the original HDL description is
instrumented. The instrumented code is then simulated for the given test suite using an
standard logic simulator that is augmented with library functions provided by the coverage
tool vendor. Part of the simulation outcome is coverage data that can be examined using a

coverage analysis tool.

OCCOM

Although code coverage metrics such as statement coverage can be computed efficiently,
they suffer from not taking into account observability. A verification test that activates a
particular statement, but fails to propagate the effect of executing that statement to a part
of the machine state that is truly observable (those signals that are also part of the
specification), cannot be considered to have “covered” that statement. To address this
shortcoming Devadas et al. [Deva96] propose a code coverage metric basad on
propagation which was later refined in [Fall98a] and is called OCCOM, which stands for
observability-based code coverage metric. Errors are associated with assignment

statements in the code. The effect of an error is represented by a “tag” that can propagate
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through the circuit according to a set of rules similar to the D-calculus [Abra90]. The
metric measures the fraction of tags that have been propagated to the observable state over
the number of tags injected. The major extension of [Fall98a] to the earlier work in
[Deva96] is an efficient method for computing OCCOM coverage using a standard logic
simulator. The efficiency of computation is closely related to the definition of the tag
propagation rules. The propagation rules are defined so that, in essence, the erroneous
machine stays on the same execution path as the error-free machine. Experimental results
on small examples show a modest overhead factor of 1.5-4 over logic simulation, which is

a much smaller overhead than that incurred by fault simulation.

FSM based metrics

Microprocessor designs typically have a natural partition: datapaths and controllers.
Controllers have been found to be particularly prone to design errors [Ho96a]. An
appropriate model for small controllers is that of a finite-state machine (FSM). Coverage
can then be measured as the fraction of states or state transitions visited by a test sequence.
FSM transition coverage is not a meaningful metric for microprocessors, which can easily
contain thousands of state registers. Even if it were possible to compute the set of
reachable states, any coverage measurement with respect to complete state graph would be
negligibly small. However, most of the state registers are part of the datapath. Ho [H095]
worked on the verification of the protocol processor in the FLASH project [Kusk94]. Even
after abstracting the datapath, he was still faced with the state explosion problem. Control
is usually distributed and consists of a number of interacting smaller FSM’s. Ho proposed
an incremental strategy in which coverage with respect to the individual state machines is
attempted first. This type of coverage measurement is referred to as FSM coverage in
industry [Hoss96, Kant96, Nels97, Paln94, SP92], and is also supported by EDA vendors
[Clar98]. Next, larger composite state machines can be considered. To reduce the size of
that state graph further, Ho defined an equivalence relation on states. All states that apply
the same control signals to the datapath are considered equivalent. Provided that the
machine has been partitioned in such a way that the datapath does not store any control

state, this is a very reasonable assumption. Ho applied his methodology in combination
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with hand-generated self-checking tests. He found that designers presented with state
transitions that were not covered had great difficulty generating tests to exercise these
transitions. An automated method for test generation would have helped a lot. This
direction of research set in [Ho95] has gained considerable following: [Ho96b, Ho96a,
Geis96, Gupt97, Lewi96, Moun98]. Of particular interest is a study of the relationship
between reduced-FSM coverage and design error coverage by Gupta et al. [Gupt97].
However, theoretical results in this area tend to be weak and extensive experimental

studies have not appeared in the literature.

Design-specific coverage analysis

The functional complexity of commercial microprocessors has been increasing
continuously. Functional verification of these designs poses formidable challenges that
verification teams tackle with very pragmatic approaches that are specific to the concrete
design to be verified, and build on past experience. We list some of the coverage analysis
techniques from the functional verification effort of the DEC Alpha processors [Dohm98,
Kant96, Tayl98]:

» State transition analysisState transitions coverage is measured on individual
FSM's in the design. Some aspects of the design may not be directly implemented
as alocalized FSM, but may have a natural abstract FSM view that can then be used
to measure transition coverage. The analysis may include checking for transitions
that are not supposed to occur.

» Sequence analysi8.sequence of microarchitectural events in a particular window
of time is measured. This type of analysis can be used, for example, to ensure that
a behavioral model for an external device on the system bus is fully randomizing
events.

* Occurrence analysigOccurrence analysis refers to counting events without any
time relationship. An example is checking that a carry-out has been generated for

every stage of an adder.

Similar work appears in [Mona96, Pope96].
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Design error coverage

A class of simulation-based verification approaches [Abad88, AA95, Kang94, VC98] use
synthetic error models to guide test generation. Coverage is then defined as the ratio of
detected synthetic errors to the total number synthetic errors. This is similar to a fault
grade in physical fault testing [Abra90]. An advantage of design error coverage is that it

addresses observability. A limitation is its high computational cost, as in fault simulation.

1.6 Related area: physical fault testing

Physical fault testing addresses the problem of detecting physical errors in digital systems.
Physical faults may be introduced during the manufacturing process or may appear over
time “in the field” due to wear, etc. Direct analysis of physical faults is a physical problem.
Furthermore, a wide variety of technology-dependent physical faults exist. Logical fault
models and delay fault models have been developed to model in a technology-independent
way the physical faults that affect a system’s function and operating speed, respectively
[Abra90]. In the following we restrict the discussion to testing for logical faults. Logical
fault models greatly simplify the testing problem by moving the problem from the

physical domain to the Boolean domain.

A logical fault model together with the circuit under test, defines a set of faulty circuits.
The test generation problem is to find tests that distinguish each of the faulty circuits from
the fault-free circuit. Likewise, in error-directed FDV, tests need to be generated that
distinguish the given design from a number of erroneous circuits defined by a design error
model. Despite this close relationship, the problems have major differences concerning 1)
the reference model, 2) the nature of the circuit: combinational vs. sequential, 3) fault/

error models, and 4) hierarchy.

Reference modelln physical fault testing the fault-free circuit is given and completely
specified. In design verification, a design (implementation) that needs to be verified is
given; the correct design is unknown. Instead, and at best, a complete model of the correct
design at a higher abstraction level is given also. Often only a partial specification of the

system’s behavior is available.
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Combinational vs. sequential circuits. Test generation for sequential circuits is a
much harder problem than test generation for combinational circuits [Micz86, Chen96,
Marc96]. Although several test generators are commercially available that are able to
generate very high quality tests for very large combinational circuits, test generation for
sequential circuits the size of modern microprocessor is well beyond the reach of any
current automatic test pattern generation (ATPG) system. However, design for testability
techniques (DFT) [Abra90] can greatly reduce the complexity. In full scan design, every
register is replaced by a scan register and the registers are linked in a chain, thereby
making every register observable and controllable. This effectively reduces the test
generation problem to one for combinational circuits. Unfortunately these DFT techniques
do not apply to design verification, since typically there is no one-to-one correspondence
between the state elements of the design implementation and the reference model

(specification).

Fault/error models. A third difference between the two areas is that physical fault
testing has a proven and widely accepted logical fault model, the single-stuck line (SSL)
model. The SSL combines simplicity with the property that it forces each line in the
circuit to be exercised. A large body of research has been based on this model. Design
verification, as yet, does not have such a fault model. The success of the SSL model
provides a motivation to develop error models for design verification, which can

potentially benefit from the work on SSL faults.

Hierarchy. Physical fault testing and FDV also differ in the role hierarchy plays. In
physical fault testing the goal is always complete (SSL) fault coverage at the gate-level.
Hierarchical test generation approaches have been proposed that carry the promise of
being able to handle larger designs than purely gate-level methods. Typically, test sets are
precomputed for gate-level descriptions of individual modules. System tests are then
derived at the high-level representation that apply the test stimuli to the module under test,
and propagate the error effects to the system’s primary outputs [Murr90, Murr92]. FDV
can be done in a bottom-up fashion. First, the units constituting the design are verified.
Verification tests are applied to the unit in isolation during this phase. Next, the complete

design is verified, shifting the focus towards the interaction of the units.
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1.7 Related area: software testing

Since the introduction of HDL's to mainstream design methodologies in the 80's,
hardware design has started to resemble software design. HDL's, such as Verilog and
VHDL, take after general-purpose programming languages, such as C/C++ and Ada.
Complex mechanisms, such as dynamic memory allocation, recursion, arbitrary user
defined data type and pointers, are readily supported by general-purpose programming
languages and are commonly used in software design. In hardware designs, however, these
mechanisms need to be implemented explicitly by the designers so that they readily map
onto hardware. Functional verification of software is therefore substantially more complex

than hardware verification.

The task of software testing is to ensure the reliability of software. A large number of
methodologies and techniques have been proposed; an overview can be found in [Beiz90].
However, most of these techniques are not supported by tools that automate the testing
process. This is in contrast to most areas of hardware testing and verification. One
explanation is that software tends to be more complex and more diverse. Testing methods
that are both practical and effective tend to rely on expert knowledge about the software
under test that is very difficult to automate. Another explanation is that most testing
methods crucially depend onspecification Written specifications are now considered a
cornerstone of any software development project [Post96b], but there has been a time
when the software community stubbornly tried to avoid taking time to record a description

of how software was supposed to behave.

Programmers obviously need specifications to write code, but these specifications
should also be written down to facilitate making changes and repairs later. Testers need
written specifications to determine whether an observed behavior conforms to the intended

behavior.

Informal specifications, plain English descriptions of the requirements, have the benefit
of being easy to read. Unfortunately they are a major obstacle to automation of software
testing. Recently, formal languages that are still readable, such as Semantic Transfer
Language (STL) that appears in [IEEE94], have been proposed to capture specifications.

Such formal specifications can automatically be checked not only for syntax problems, but
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also for semantic inconsistencies. Formal specifications are essential to systematic test

case generation and functional coverage measurement.

Beizer [Beiz90] distinguishes two major approaches to software testing: functional and
structural. Functional methods are specification-directed and view the implementation as a
black box. Structural methods are driven by the implementation. In the remainder of this
section we discuss some of the few techniques that 1) are general, i.e., not specific to a

particular application domain, and 2) have substantial support for automation.

Control flowgraph path testing. Path testing methods are based on the use of the
control flowgraph of the program. In this graph nodes represent branching points or
junction points in the programs. Arcs represent branch-free code with a single entry and
exit. Path testing is the oldest of all structural test techniques. Beizer references work at
IBM from 1964. Tests are targeted at bugs that make the program take a different path than
intended. Completeness of test sets is measured in terms of their statement, branch, and
path coverage. Statement coverage requires that all statements in the program be executed
at least once. Branch coverage require that each alternative at each branch in the program
is exercised at least once. Branch coverage implies statement coverage. Path coverage
requires that all control flow paths through the program are exercised. This is in general
not practical to achieve as the number of paths can be exponential. Full statement and
branch coverage are common targets during unit testing. Additional paths are selected by
other test methods, such as dataflow testing, or logic-based testing. Coverage

measurement is widely supported by software development tool vendors [Paxs98, SR].

Mutation testing. Mutation testing is an error-oriented structural approach to software
testing introduced by DeMillo et al. in [DeMi78]. Mutation testing considers programs,
termed mutants, that differ from the given program by only simple errors, such as
replacing ‘< by <’ in one conditional expression. The task of the tester is to construct
tests that distinguish the mutants from the given program. Mutation testing provides a
metric, mutation coverage, to grade test sets. King and Offutt described in [King91] a

system to automatically generate tests using constraint solving techniques.

Mutation testing is predicated on two hypotheses. The competent programmer

hypothesis assumes that programmers write code that is very close to correct code. The
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coupling effect hypothesis states that a test that distinguishes all programs differing from a
correct one by only simple errors (mutants), will also be sensitive for more complex

errors.

Mutation testing has several high costs associated with it: 1) the large number of
mutants that need to be considered, 2) the requirement to execute tests on all of the
mutants still alive, and 3) the complexity of test generation. The first problem is addressed
by selective mutation [Offu96]. Selective mutation considers only mutation operators,
which generate a number of mutants which is linear in the size of the program. A careful
experimental study indicates that tests having good coverage with respect to selective
mutation provides a good coverage for (non-selective) mutation as well. The second
source of the cost is addressed by weak mutation [Woo0d93]. In weak mutation only the
activation of the error is considered, not the propagation. This makes weak mutation a
much easier criterion to satisfy. In firm mutation [Wood93], the error is introduced in the
program, during the execution, and it only persists for a limited duration of the execution,
not till completion of the execution. The correlation between coverage with respect to

weak or firm mutation and that with respect to (strong) mutation has not been studied.

Run-time debugging.Errors involving dynamically allocated memory are notoriously
difficult to debug because they are hard to analyze statically. Examples of such errors are
leaking memory, using uninitialized variables, using freed memory, and reading or writing
beyond array boundaries. The widely used Purify tool [Rat97] is designed for this type of
errors. Purify instruments the object code of a program so that during program execution

all code is checked for these run-time errors and memory leaks.

A common type of late-cycle error in hardware designs involves complex control
interactions. A register leak occurs when a shared register latches corrupted data, or when
it is overwritten before its data has been used. To combat this type of error, 0-In Design
Automation [0In] proposes to automatically synthesize assertions that check for these
errors. The instrumented design containing the assertions is then simulated with a standard

HDL simulator.
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Figure 1.1: Relationship between physical design verification and physical fault testing

1.8 Thesis outline

This thesis explores functional design verification by modeling design errors and
generating functional vectors for modeled errors using methods adapted from physical
fault testing techniques. The close relationship between physical fault testing and design
verification is illustrated in Figure 1.1. The task of physical fault testing is to identify parts
that are functionally defective due to imperfections in the manufacturing process. For this
purpose, tests are generated that are targeted instances of logical fault models, such as SSL
faults. Likewise, the task of FDV is to detect functional design errors. We develop design

error models based on empirical error data.

The deployment of our methodology is illustrated in Figure 1.2. An implementation to
be verified and its specification are given. For microprocessors, the specification is
typically the ISA, and the implementation is a description of the new design in an HDL,
such as VHDL or Verilog. In this approach, synthetic error models are used to guide test

generation. The tests are applied to simulated models of both the implementation and the
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Figure 1.2: Deployment of the proposed verification system

specification. A discrepancy between the two simulation outcomes indicates an error,
either in the implementation or in the specification. The figure also shows that throughout
the verification process, actual errors are recorded. This information can be used to tune

error models.

Chapter 2 examines design error data. Published design error data lack the detail needed
to derive structural error models. We therefore devised a systematic method to collect
error data. We present and analyze error data we collected from design projects at the

University of Michigan.
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Chapter 3 develops synthetic error models based on the empirical data. We identify
requirements that error models must satisfy to be useful for design verification. We show

how well each of the proposed error models meets these requirements.

Chapter 4 considers the problem of generating verification tests for synthetic errors in
microprocessors. As we will see, this problem is not unlike test generation for SSL faults
in a very large sequential circuit. To cope with this complexity, we consider a limited, but
important, class of pipelined microprocessors, and develop a test generation method
specific to these designs. To this end, we introduce a model that captures high-level
information about the structure of pipelined microprocessors. We then develop a high-
level test generation method that exploits the high-level knowledge. We describe

experiments to evaluate the effectiveness of this algorithm.

Chapter 5 summarizes our research contributions and presents some directions for

future research.



CHAPTER 2
Design error data

Our design verification approach uses design error models to direct test generation. Good
design error models should result in test sets that detect many actual design errors. To
construct such design error models a good understanding of the nature, frequency, and
severity of actual design errors is required. Despite the abundance of design errors in
large-scale projects, very little data has been published on these errors. It is common
practice in industry to record design errors, but this information is considered proprietary
and, perhaps, embarrassing, so it rarely appears in public. These considerations led us to
collect error data from design projects at the university. Section 2.1 presents published
error data from industry. Section 2.2 describes our method to systematically collect design
errors. Section 2.3 presents the error data we collected. Section 2.4 offers some lessons

learned. A summary and a discussion of our results is given in Section 2.5.

2.1 Published error data

Although design errors that make their way into final products are common,
manufacturers have not always been forthcoming about them. This has changed since
MIPS began to publish their bug list beginning with [MIP94]; the Pentium bug [Beiz95]
also influenced this change. To give a feel for these errors, we present a few examples of

design errors that appeared in major commercial microprocessors.

The errata list for the MIPS R4000PC and R4000SC microprocessors (revisions prior to
revision 3.0) [MIP94] documents 55 bugs. Many of these require a rare combination of
events before they become visible. The following is a representative bug: If an instruction
sequence which contains a load causing a data cache miss is followed by a jump, and the

jump instruction is the last instruction on the page and, further, the delay slot of the jump

26
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Iw // data cache miss

noop /l one or two noops

jr /l'last instruction in the page

—————— /I page boundary

noop Il first instruction (delay slot of jump)

/I on the next page

Figure 2.1: Example of instruction sequence that exposes an error

is not mapped at the time, then the (VM) exception vector is incorrectly overwritten by the
jump address. The R4000 will use the jump address as the exception vector. The
workaround suggested in [MIP94] is that jump and branch instructions should never be the

last location in a page.

Early versions of the Intel 8086 were shipped with the following bug [Ham94]: The
architecture specifies that fdOVand POPinstructions to a segment register, interrupts
are not to be sampled until completion of tfelowing instruction [Int89]. This feature
allows a 32-bit pointer to be loaded to the stack pointer regiS&rand SP without the
danger of an interrupt occurring between the two loads. However, early versions of the
8086 do not disable interrupts followinghdOMo a segment register. This causes them to
crash when an interrupt uses the stack betwd@V SS, reg andMOV SP, op A
workaround is to insert instructions to temporarily disable the interrupts when reloading
SS. An uncorrectable problem occurs when an unmaskable interrupt takes place while

executing the instruction pair.

These published bug lists are inadequate for error model construction for two reasons:
1) Errata lists typically provide only a programmer’s view on the errors. Our error models
depend on the design implementation. Therefore, more detailed information about the
errors is required, namely the concrete modification to the design implementation that
fixes the error. 2) Errata lists only concern errors in the final product. Microprocessor
companies go to great efforts to functionally validate their designs. Those design errors
that remain undetected before the product is shipped to customers tend to be very subtle
and difficult to detect. The majority of all design errors are detected before reaching the

customer, and hence are not documented in errata lists. Consequently, errata lists are not
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representative for the overall population of design errors. These considerations led us to

systematically collect design errors from design projects at the university.

2.2 Collection method

The most suitable point to collect design error data is immediately after the design error is
discovered and corrected. At that point, all relevant information about the design error
should be recorded. This record-keeping requirement conflicts with the interests of the
designer. Overhead has to be reduced to a minimum in order to overcome designers’

natural reluctance to cooperate.

Our error collection method uses the revision management tool CVS [Cede93]. The
revision management tool archives successive revisions of the design. Designers were
asked to submit a new revision of their design whenever a design error was corrected and
whenever they interrupted work on the design. Some designers resist the system because
they see it as a way their work can be monitored. We defused this potential problem by
providing designers with a handout [VC97] explaining the use of the revision management

system, and by explaining our objectives to obtain the designers’ cooperation.

Our first design error collection effort took place during the summer of 1996. Only the
bare revision management system was in place. Experience with that project motivated the
system described above. It was clear that a standardized form was needed to accompany
each revision so that interesting revisions, i.e., those involving a design error correction,
can be separated from other revisions. We therefore augmented the revision management
system so that each time a new revision is submitted, the user is prompted to fill out a
guestionnaire. The questionnaire, in the form of a multiple choice form shown in
Figure 2.2, gathers four pieces of information: 1) the motivation for revising the design; in
the case of a bug, the following apply as well: 2) the method by which the bug was
detected, 3) the class to which the bug belongs, 4) a short description of the bug. Design
errors can be detected by reading the HDL code (inspection), by syntax checking

performed by the HDL simulator (compilation) or a synthesis tool (synthesis), or by logic
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(replace the _ with X where appropriate)
MOTIVATION:

X bug correction

_ design modification

_ design continuation

_ performance optimization
_ synthesis simplification

_ documentation

BUG DETECTED BY:

_ inspection
compilation

X simulation

_ synthesis

BUG CLASSIFICATION:

Please try to identify the primary source of the error. If in doubt, check
all categories that apply.

X combinational logic:

_ wrong signal source

X missing input(s)
unconnected (floating) input(s
unconnected (floating) output(s)
conflicting outputs

wrong gate/module type
missing instance of gate/module

_sequential logic:

_ extra latch/flipflop

_ missing latch/flipflop

_ extra state

_ missing state

_ wrong next state )

_ other finite state machine error

_ statement:

_ if statement

_ case statement

_ always statement

_ declaration .

_ port list of module declaration
__expression (RHS of assignment):
missing term/factor
extra term/factor
missing inversion
extra inversion
wrong operator

_ wrongi constant
_ completely wrong
_buses:

_ wrong bus width
— wrong bit order

_ verilog syntax error

_ conceptual error

__new category (describe below)
BUG DESCRIPTION:

Forgot to select NOP in case of stall

Figure 2.2: Bug report example
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simulation. The operation of our error collection method within the design cycle is

illustrated in Figure 2.3.

From the raw revision management data, we identified the design modifications to fix
each error by computing the differences between successive revisions. The analysis of the
design error data lead to a preliminary classification of design errors. This classification
was used in our first major design error collection effort, which took place in the fall term
of 1996. Analysis of this design error data lead us to revise our classification. The result is
shown in Figure 2.2. The categories are not completely disjoint, so designers were asked

to check all applicable categories.

2.3 Collected error data

Design projects. Design error data was collected from both class design projects and
research projects at the University of Michigan. All of the designs were described in
Verilog [IEEE96]. Table 2.1 lists these projects. LC2 concerns the design of the Little
Computer 2 (LC-2) [Post96a], which is a small microprocessor used for teaching purposes
at the University of Michigan. The design of both a behavioral and a synthesizable register
transfer level model was carried out by Hussain Al-Asaad [AA98] in the summer of 1997.
DLX1, DLX2, and DLX3 concern design projects that were undertaken as part of the
senior/first-year-graduate level computer architecture course (EECS470) in the fall of
1996. Students designed a pipelined implementation of the DLX [Henn90]
microprocessor at the structural level. X86 concerns an EECS470 design project carried
out in the Fall of 1997. Students designed a pipelined implementation of a subset of the
Intel x86 architecture [Int89]. FPU concerns the design of a floating-point unit for the
PUMA processor [Brow96], which is a PowerPC microprocessor implemented in
complementary GaAs process technology, and was undertaken as part of the graduate
level VLSI design class (EECS627). Both a purely behavioral and a mixed synthesizable
behavioral/structural model were designed. FXU concerns the design of the fixed-point
unit of the PUMA processor. James Dundas and Todd Basso wrote the synthesizable

behavioral description in the Fall of 1996. For each of the projects the table lists the
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Table 2.1: Design projects for which error data was collected

. Duration No.of Codesize No. of
Project Class Date . :

[days] designers [lines] errors
LC2 N/A Summer ‘97 11 1 1,179 22
DLX1 EECS 470 Fall ‘96 16 1 3,010 39
DLX2 EECS 470 Fall ‘96 21 1 3,015 35
DLX3 EECS 470 Fall ‘96 29 1 5,210 13
X86 EECS 470 Fall ‘97 42 3 6,071 59
FPU EECS 627 / PUMA Fall ‘96 96 2 5,607 17
FXU PUMA Fall ‘96 - Winter ‘97 135 2 27,587 113

number of designers, the duration of the design entry and logic debug part, the size of the
design description, and the number of errors that were logged. Design verification for the
class projects relied on simulating the design for a few handwritten assembly programs.
Simulation outcome was checked by comparing the final state of the processor, and by
examining internal signals over the duration of the simulation. For the FXU project,

designers also wrote a random program generator, and used that to augment the
handwritten test cases.

Data of one project in detail. In this section we examine the data obtained from design

project X86. This was chronologically the latest project we collected data from, and hence
it benefited the most from past experience.

Table 2.2 lists the design files created in this project. For each file, we list its size, the
total number of revisions it underwent, and the number of design errors recorded, broken
down by detection method. Note that in this project no synthesis tools were used; hence no
errors were detected this way. Errors of interest are those detected by inspection or
simulation. The designers were aware that syntax errors are of very little value to our
work. We can therefore assume that many syntax errors were corrected without recording

a new design revision, and hence do not appear in the table the column “compilation.”

Figure 2.4 shows the difference between a design revision motivated by an error
correction and the previous revision. In revision 1.KOR gateControls_NOPsel _nor2
misses inpuStallin. Revision 1.50 corrects this error.
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Table 2.2: Design files written for the X86 project

Code No.of Errors-detection method
Design file size  rev- |nspec- Comp- Simu- Syn-

lines] isions  tion ilation lation thesis
decode.v 984 63 1 2 18 0
datapath.v 530 54 0 9 12 0
stagesl.v 294 19 0 1 9 0
modulesl.v 1750 27 1 3 8 0
smallmodules.v 1010 21 0 4 2 0
fetch.v 140 23 1 2 2 0
datacaches.v 674 13 0 0 1 0
exel.v 135 8 0 1 1 0
modules.v 554 27 3 1 0 0
Total 6071 255 6 23 53 0

Index: project/decode.v

RCS file: /x/users/davidvc/repositories/repositories_470_f97/jhauke/470_reposit
ory_98/project/decode.v,v

retrieving revision 1.50

retrieving revision 1.49

diff -r1.50 -r1.49

3c3

< $Revision: 1.50 $

E %Revision: 149%
c
< $Date: 1997/12/13 22:45:54 $

> $Date: 1997/12/13 20:43:41 $

878c878

< nor4$ Controls_ NOPsel_nor2(Controls_NOPsel_nor2_out,
Counterlnput,HLT "NOP,ScoreNOP, Stallin);

> nor3$ Controls_ NOPsel_nor2(Controls_NOPsel_nor2_out,
Counterlnput,HLT "NOP,ScoreNOP);

Figure 2.4: Difference between two successive revisions

Table 2.3 gives the distribution of design errors by error category. The dominant type of
design error is wrong signal source. Errors involving missing logic are also notable and

amount to 31%.

Figure 2.5 shows the evolution of the project over time. HDL coding and debugging
spanned 42 days in this project. The chart shows the total size of the design at the end of

each day. Also shown is the number of lines of code that were touched over the duration of
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Table 2.3: Error distribution in X86

Error category Frequency
Wrong signal source 32.8%
Missing instance of gate/module 14.8%
Missing input(s) 11.5%
Wrong gate/module type 9.8%
Unconnected (floating) input(s) 8.2%
Missing latch/flipflop 6.6%
Conceptual error 4.9%
Wrong next state 3.3%
Other finite state machine error 1.6%
Extra term/factor 1.6%
Extra inversion 1.6%
Wrong bit order 1.6%
Other 1.6%
7000 . . . : : : . .
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Figure 2.5: Project evolution: code size [lines] and lines touched over time

each day. Most of the design description is in place by day 21, and integration testing can

start.

Figure 2.6 shows the number of revisions over the duration of the project. The number

of revisions logged on any day is broken up into revisions that are due to bug corrections
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Figure 2.6: Revisions motivated by bug correction and other revisions over time

and those due to other reasons. Ideally, there is a one-to-one correspondence between
uncovered design errors and revisions motivated by error correction. Hence the bar for
number of revisions logged due to error corrections also gives the total number of bugs
corrected during the corresponding day. It can be seen that most of the bugs were

discovered and corrected in the second half of the project.

Figure 2.7 plots the time at which each error was corrected versus the number of lines
of code that were touched to correct the error. The vertical coordinate is an indication of
the structural complexity of the error. Although easy to compute, this metric is far from
ideal. It does not distinguish between lines of code that have merely been reformatted and
lines that have truly been changed. More accurate measures, such as the minimum number
of ‘atomic’ modifications needed to remove the error from the control dataflow graph of
erroneous circuit, would be more appropriate but are also much harder to compute. For
about half of the errors fewer than ten lines of code were involved, and only four errors

resulted in modification to the design involving more than 100 lines of code.
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Figure 2.7: Design errors: time to discovery [days] vs. error size [lines]

We further characterize these design errors based on purely structural properties. We
define thesizeof an error as the order of the polynomial that computes the number of
similar errors as a function of the size of the circuit. For example, single inversion errors
and single-stuck errors both are of size 1, because the@(ard such errors in a circuit
with N lines. Signal source errors are of size 2 as thereQﬁl*@) such errors. We noted
that some actual errors consist of multiple instances of the same type of error. An example
IS an inversion error on a port connection of a module instance that is repeated for all
instances of the module. We define tmailtiplicity of an actual error as the number of
identical and repeated instances of a simpler error that constitute the actual error.
Figure 2.8 plots the frequency of design errors when binned according to size and
multiplicity. We observe that design errors of higher multiplicity are rare. Design errors
with multiplicity 1 and sizes 1 or 2 account for more than half of all design errors. Only

about 12% of the errors are very complex, as indicated by a size of 10 or greater.
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Figure 2.8: Frequency of design errors in function of their size and multiplicity

2.4  Guidelines for implementing an error collection system

Revision managementA revision management system has proven priceless. Not only
does it allow detailed analysis of concrete design errors, but it also came to be valued by
the designers. One reservation some designers have with these systems is that they see it as
a way to monitor their work. This can usually be overcome by explaining the intent and

the benefits.

The stigma of bugs.A key factor to success is to remove the stigma usually associated

with design errors. We made an effort to make designers feel engaged with our research



38

project, and explained to them the need for collecting error data. The participation of class

projects in error collection was on a voluntary basis.

Overhead to the designerThe need to minimize the overhead of error logging for the
designer cannot be underestimated. Although the designer is, in principle, in the best
position to classify each newly discovered error, this small effort, from which the designer
may not see any immediate benefit, may be felt as burden or threat. Consequently, the
designation of errors often becomes imprecise. We observed that for periods some
designers marked all of there errorscasiceptual erroreven if the actual error involved a
single inversion error. This led us to reassess the raw revision data, and explains the
discrepancies between the data reported here and that in our earlier work [VC98]. The
reassessment also corrected the counts assigned to errors that spanned multiple design
files. Previously, these errors had been overrepresented. This adjustment primarily affects

the bigger designs where such errors occurred more often.

A key element in an error collection effort is to encourage designers to adopt the habit
of systematicallyrecording everysingle design error that is not a syntax error. Simple
errors such as single inversion errors don'’t require much explanation. For more elaborate
errors a brief textual description of the error, already in the present error template, is very
helpful to analyze the error afterwards. Additional pieces of information could include a
measure of the difficulty of detecting the error, and the root source of the error. Typical
root sources include: oversight, failure to consider certain behavior, wrongly implemented

behavior, misunderstanding of specification, or miscommunication between designers.

Designers should not be burdened with classifying the errors with respect to their
structural aspects (item 3 of our questionnaire). This task can be performed by those
analyzing the error data provided that a new design revision has systematically been

recorded for each detected error.

Practical considerations.Finally some practical considerations need to be pointed out.
Fixing a single design error may require multiple modify / simulate cycles, and hence
multiple revisions. The designer should record information to distinguish such revisions.

Fixing a single design error may require modifications to multiple files. Designers should



39

Table 2.4: Design error distributions [%0]

Category LC2 DLX1 DLX2 DLX3 X86 FPU FXU Average
Wrong signal source 27.3 31.4 25.7 46.2 328 235 257 30.4
Missing instance 28.6 20.0 231 148 59 159 15.5
Missing inversion 8.6 471 16.8 10.3
New category 9.1 8.6 7.7 66 118 44 6.9
Unconnected input(s) 8.6 14.3 77 82 59 09 6.5
Missing input(s) 9.1 8.6 5.7 7.7 115 6.1
Wrong gate/module type 13.6 114 9.8 5.0
Missing term/factor 9.1 2.9 5.7 4.4 3.2
Always statement 9.1 2.9 2.7 2.1
Wrong constant 9.1 5.3 21
Missing latch/flipflop 49 59 09 1.7
Wrong bus width 4.5 7.1 1.7
Missing state 9.1 1.3
Conflicting outputs 7.7 1.1
Wrong constant 2.9 4.4 1.0
Conceptual error 2.9 3.3 0.9 1.0
Signal declaration 5.7 0.8
Extra term/factor 2.9 1.6 0.9 0.8
Wrong operator 4.4 0.6
Gate or module input 29 0.4
Case statement 2.7 0.4
Other FSM error 1.6 0.2
Extra inversion 1.6 0.2
Wrong bit order 1.6 0.2
Wrong next state 1.6 0.2
Latch 0.9 0.1

If statement 0.9 0.1
Expres. completely wrong 0.9 0.1

submit new revisions for all of these files together. Otherwise, these revisions data can

wrongly be interpreted as concerning multiple errors.

2.5 Discussion

Table 2.4 shows the error distributions for all projects. Also listed is the average error
frequency over all projects. We observe that signal source errors are the most common
type of error at 30%. Errors involving missing logic (missing instance, missing input,
missing term, missing state) are the second most common group at 26%. Also notable is

that apparently very simple errors, such as extra/missing inversions and unconnected



40

inputs, account for 17% of all errors. More detailed analysis of these simple errors shows
that some of these were detected late in the project. This indicates that the behavior of
some parts of the design is not properly exercised, since these simple errors do not require
any activation conditions. Among the errors marked@s categonrare timing errors, and

errors that required very elaborate corrections.

The limitations of our error collection effort are as follows. Student designers have
limited experience. Class projects are short in duration and the verification effort in these
projects is modest. Consequently our data may contain a disproportionately small number
of hard-to-detect errors, compared to data from industrial design projects. This concern

also applies to the data from the projects related to PUMA, but to a lesser extent.



CHAPTER 3
Design error models

Manufacturing testing uses logical fault models to guide test generation. Logical fault
models represent the effect of physical faults on the behavior of the system, and free us
from having to deal with the plethora of physical fault types directly. Similarly, we use
design error models to drive verification test generation. This chapter presents and studies

design error models that are based on the error data described in the previous chapter.

Section 3.1 presents four requirements that error models should satisfy to be useful for
design verification. Section 3.2 proposes three classes of error mbdsls: extendeg
andconditionalerror models. The following sections analyze how well these error models
meet the requirements: Section 3.3 analyzes the number of error instances defined by each
model (requirement 4). Section 3.4 analyzes test generation with the error models
(requirement 2). Section 3.5 analyzes error simulation and presents an efficient error
simulation technique for conditional error models called CESIM (requirement 3).
Section 3.6 presents an analytical coverage evaluation of one conditional error model
(requirement 1). Section 3.7 presents an experimental coverage evaluation using error
simulation (requirement 1). Another experimental study with the same goal but a different
approach is detailed in Section 3.8 (requirement 1). Our findings are summarized in

Section 3.9.

3.1  Error model requirements

A design error modedlefines a class ohodeled errorsalso referred to asynthetic errors
for a given design. In design verification, design error models play the role of fault models

in physical fault testing. The different terminologgtror vs. fault, is to underscore the

41
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different contexts. To be useful for design verification, error models should satisfy the
following four requirements:
1. Tests (simulation vectors) that are complete for the modeled errors should also
provide very high coverage of actual design errors.
2. The modeled errors should be amenable to automated test generation.
3. The modeled errors should be amenable to automated error simulation.

4. The number of modeled errors should be relatively small.

Since exhaustive simulation is prohibitive for practical verification problems, any
simulation-based method can only aspire to produce test sets that, at the end of the debug
process, give very high confidence in the functional correctness of the design. For our
approach, this goal crystallizes in requirement 1 on design error models and in the
necessity for an efficient method to generate complete tests for the synthetic errors. A
naive attempt to satisfy requirement 1 would be direct modeling of concrete design errors
based on error statistics (see Chapter 2). Unfortunately this would lead to a vast array of
models, thus greatly complicating automation of test generation (requirement 2), and an
extremely large number of synthetic errors to be targeted. However, error models are only
a means to generate high quality tests. This is similar to physical fault testing. Studies have
shown that despite the fact that very few physical defects behave precisely like SSL faults,
complete test sets for SSL faults detect most manufacturing defects. This motivates us to
attempt to develop design error models that balance requirement 1 with the three other

requirements.

3.2 Design error models

Standard logic simulation and synthesis tools have the side effect of detecting some
classes of design errors (Table 2.4); hence there is no need to develop models for those
particular errors. For example a logic simulator such as Verilog-XL [Cad94] flags all
Verilog syntax errors, and incomplete port lists of modules. Also, logic synthesis tools,
such as those of Synopsys [Syn97], usually flag wrong bus-width errors and sensitivity-list

errors in thealwaysstatement.
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Basic error models. A set of error models that satisfy the requirements for the

restricted case of gate-level logic circuits was developed in [AA95]. Motivated by our

empirical design error data, similar error models for higher-level (RTL) designs appear to

be useful. We propose the following five basic error models:

Bus SSL error (SSLA bus of one or more lines is (totally) stuck-at-0 or stuck-at-

1 if all lines in the bus are stuck at logic level 0 or 1. This generalization of the
standard SSL model was introduced in [Bhat85] in the context of physical fault
testing.

Module substitution error (MSE)his refers to mistakenly replacing a module by
another module with the same number of inputs and outputs. This class includes
word gate substitution errors and extra/missing inversion errors.

Bus order error (BOE) This refers to incorrectly ordering the bits in a bus;
mistakenly reversing the order appears to be the most common form of BOE.
Bus source error (BSE)rhis error corresponds to connecting a module input to a
wrong source.

Bus driver error (BDE) This refers to mistakenly driving a tristate bus from two

sources at the same time.

Extended error models.Prior work on SSL error detection [Abad88, Bhat85], shows

that basic error models can be used to generate test sets that provide high, but not

complete, error coverage. These results are further reinforced by our experiments on

microprocessor verification (Section 3.8), which indicate that a large fraction of actual

design errors (67% in one case and 75% in the other) is detected by complete test sets for

the basic errors. To increase coverage of actual errors to the very high levels needed for

design verification, additional error models are required to guide test generation. Many

more complex error models can be derived directly from the actual data of Table 2.4 to

supplement the basic error types, the following set being representative:

Bus count error (BCE)This corresponds to defining a module with more or fewer
input buses than required.
Module count error (MCE)This corresponds to incorrectly adding or removing a

module, which includes extra/missing word gate errors and extra/missing registers.
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» Label count error (LCE)This error corresponds to incorrectly adding or removing
the labels of a case statement.

» Expression structure error (ESEJhis includes various deviations from the correct
expression, such as extra/missing terms, extra/missing inversions, wrong operator,
and wrong constant.

» Next state error (NSE)his error corresponds to incorrect next state function in a

finite-state machine (FSM).

Although targeting these extended error models can increase coverage of actual errors,
we have found them too complex for practical use in manual or automated test generation.
Analysis of the more difficult actual errors revealed that these errors are often composed
of multiple basic errors, and that the component basic errors interact in such a way that a
test to detect the actual error must be much more specific than a test to detect any of the
component basic errors. An effective error model should necessitate the generation of
these more specific tests without resorting to direct modeling of the composite errors. The
complexity of the new error models should be comparable to that of the basic error models
and the (unavoidable) increase in the number of error instances should be controlled to
allow trade-offs between test generation effort and verification confidence. These

requirements can be combined by augmenting the basic error models with a condition.

Conditional error models. A conditional error C, E) consists of a conditio€ and a
basic erroiE; its interpretation is thak is only active wherC is satisfied. In generag is
a predicate over the signals in the circuit during some time period. To limit the number of
error instances, we restri€tto a conjunction of termsy( = w;), wherey; is a signal in the
circuit that is not in the transitive combinational fanout of the basic &ramdw; is a
constant of the same signal-width gysand whose value is either all-O’'s or all-1's. The
number of terms (condition variables) appearingCins said to be the order ofC( E).
Specifically, we consider the following conditional errGE] types:

» conditional single-stuck line error of orde{CSSLn)

1. The requirement that condition signals are not to be part of the transitive combinational
fanout of the basic error, eliminates problems of combinational feedback, and thus ensure that all
conditional errors are well defined. This requirement also facilitates efficient error simulation, as
we will see in Section 3.5.
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Figure 3.1: CSSL1 erroxE 1,y / 0): a) error-free design; b) erroneous design with

X # 1; c) erroneous design wikrF 1

conditional bus order error of ordeCBOE)

conditional bus source error of orde(CBSH)

Figure 3.1 gives an example of a CSSL1 errar=(, y/0). If the condition does not

hold, x # 1, the erroneous circuit operates as the error-free. If the condition hotdg,

liney is stuck at 0.

3.3  Number of error instances defined by error model

The fourth requirement on error models states that the number of modeled errors should

be sufficiently small. Consider a desigjhsignals; we denote by #M the number of error

instances defined by error model M on the design.

Basic error models

#SSL =O(N)

#MSE =O(N)

#BOE =O(N)

#BSE =O(N?)

#BDE :O(B.DZ), whereB is the number of tristate buses, abds the rms number

of drivers on a bus.

5 0 B
1.y D7 = BO|(1/B) ) DO = BD?
i=1 i=1 O
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Extended error models

« #BCE =O(N?

« #MCE =O(N?

» LCE. Consider a case statement withrahit signal making the selection; letbe
the number of labels (branches). The simplest type of missing label error would
occur if the statements selected by the missing label are identical to those of another
(not missing) label. Hence, there aré'{2 missing label errors and extra label
errors. For a circuit witlC case statements, we have #LCB¢C.2") LCE’s with
n appropriately averaged.

» ESE. Consider an expression withiterals andE subexpressions. If we restrict
missing and extra term errors to a single literal, and further require that the missing
literal appears elsewhere in the expression, then thef@(&jextra term errors and
O(E.L) missing term errors.

* NSE. Consider an FSM witB states, andt distinct state transitions. A simplest
next state error would occur if for one of the state transitions, the next state was

wrong. There ar®(SE) of this type.

Conditional error models

The number of instances defined by a conditional error mo@gf)(is given by the
product of the number of basic errors and the number of conditions:

« #CSSln = O(2™IN™)

« #CBOE = O(2"N™1)

« #CBSH = O(2"N™?)

Forn =0, a conditional error@,E) reduces to the basic errBrfrom which it is derived.
Higher-order conditional errors enable the generation of more specific tests, but lead to a
greater test generation cost due to the larger number of error instances. For example, the
CSSL1 model defines a number of instances quadratic in the size of the circuit. Although
the total set of all signals we consider for each term in the condition can possibly be

reduced, CSSherrors wheren > 1 are probably not practical.
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3.4 Test generation

The second requirement on design error models states that error models should be
amenable to automated test generation. In this section we investigate how well our error

models meet this requirement.

The basic and conditional error models have the property that each error instance
together with the given design completely specifies an erroneous design, and that both
designs structurally differ in a very localized part. Consequently, the test generation
problem is well defined and very similar to that of test generation for SSL faults. For
combinational circuits the D-calculus suffices, and for sequential circuits a 9-valued logic
is sufficient. Targeted test generation for SSL fault can be decomposed into three
subproblems: fault excitation, fault propagation, and line justification. Test generation for

basic and conditional errors differs only in the excitation subproblem.

Some of the extended error models, e.g., ESE, need to be specified further so that they
completely define a set of erroneous designs. Although test generation for these errors is
in principle similar to test generation for SSL faults, automation is greatly complicated by
the variety and complexity of the excitation conditions associated with these errors. We
therefore conclude that the extended error models are not practical, and drop them from

further discussion.

Error instances of more abstract error models such as the universal fault model
[Abra90] and the tag model used in OCCOM [Fall98b] do not completely specify an
erroneous machine. Instead, an instance together with the given design specifies a class of
erroneous designs. The aim is then to generate a test that will distinguish each element of
that class from the original design. In case of the tag model, the error effect propagation is
approximate. Consequently, an interpretation of tag coverage in terms of what concrete

design errors have been tested for is not possible.

There are two main approaches for generating tests for our synthetic error models. The
first approach is to modify the original design and to apply existing ATPG tools; Al-Asaad
and Hayes follow this approach in their work on verification of gate-level designs [AA95].

Another approach is to adapt existing ATPG algorithms to directly target the synthetic
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errors. The major advantage of the first approach is that it leverages existing ATPG
technology. When the error model defines a super-linear number of error instances, this
approach may suffer from the significant increase in the size of the modified netlist. The
second approach overcomes this problem. For the @3fhdels the effort required to
modify an SSL test generator is modest: error excitation requires the justification of
extra lines over SSL excitation. For MSE’s, BSE’s, BOE’s, BDE’s a larger effort is

required.

Another consideration about test generation is that most commercial ATPG tools
operate on gate-level netlists. Our design error models are primarily targeted for use with
behavioral and structural RTL descriptions. The structure in these higher-level
descriptions can be used beneficially during test generation, and therefore high-level test
generation carries the promise of being able to handle larger designs than gate-level test
generation. Nevertheless, gate-level test generators can still be used as follows: The higher
level description can be mapped (synthesized) to a gate-level design that preserves all
signals of the high-level version. Such gate-level representations have the property that for
each basic or conditional error instance, we can find a corresponding set of one or more
error instances at the gate-level. More than one error instance is required at the gate level if
the original error instance involves multibit buses. For examydtuck-at-0, maps ontw

SSL errors at the gate-levé\: stuck-at-0 = 0 ...(w — 1), wherew is the width ofA.

3.5 Error simulation

The problem addressed by error simulation is as follows. Given a design, a set of
(synthetic) design errors, and a sequence of test vectors, determine which errors are
detected by the test sequence. Fault simulation addresses a similar problem in physical
fault testing, but differs in the error/fault models. Whereas physical fault testing is
concerned with SSL faults, bridging faults, open faults, our design verification
methodology needs to consider other errors, such as the conditional errors introduced
earlier. In this section we address error simulation with conditional errors. First, we

motivate error simulation.
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Augmenting targeted test generation with error simulation can reduce overall run times.
Test generators typically target one error at a time. A targeted test may detect errors other
than just the targeted error. These errors can be identified by an error simulator so that they

do not need to be considered by the test generator any more.

A stand-alone use of error simulation is the computation of design error coverage of a
given test suite. This is useful in regression testing, where one might be interested in
selecting a subset of a given set of test sequences that provides coverage of design errors
similar to those of the complete test set. Error simulation can also reveal areas of the
design that are not sufficiently tested by a given test suite, and hence spur further targeted

test generation.

Error simulation needs to be efficient. Not only the length of test suites, which is
extremely large for pseudo-random tests, but also the nature of the error models, and the
number of error instances to be considered affect the size of the task. It is clear that better
methods are required than simple serial error simulation, which simulates the erroneous

designs for the complete test suite one by one.

In the remainder of this section we first discuss related work and we then present our
method for error simulation with conditional errors; we conclude with experimental

results.

Related work

Representative approaches to fault simulation for sequential circuits [Abra90, Nier91a] are
parallel, concurrent, deductive, and differential fault simulatieerallel fault simulation

takes advantage of the word-level parallelism of the computer used. On a 32-bit computer,
32 faulty machines can be simulated in parallel. This method lacks the ability to drop
errors. The other methods are motivated by the observation that as long as a fault is not
detected, the good and faulty circuit differ in only a fraction of the number of signals
present. For this purpose, such methods process the complete set of faulty machines one
vector at a time. Botlesoncurrentanddeductivefault simulation compute the node values

of a faulty machine for the current vector, based on the good circuit’s node values for the

current vector, and the faulty machine’s node values for the previous vector. A drawback
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of both methods is high memory requiremebitfferential fault simulation, a variant of
concurrent fault simulation, addresses the memory problem, but suffers from the inability

to drop detected faults.

Niermann, Cheng and Patel [Nier90, Nier9la] described a fault simulator, called
PROOFS, that combines ideas of concurrent, differential and parallel fault simulation. As
our error simulation method for conditional errors derives from PROOFS, we briefly

describe its main features, referring to Figure 3.2.

Given is a gate-level sequential circuit, a fault list, and a test vector sequence, PROOFS
maintains two sets of signal values: one for the good, and one for a faulty machine. For
each undetected fault, PROOFS also stores the difference in present state between the

good machine and the corresponding faulty machine.

The outermost loop of PROOFS processes one test vector at a time. First, the good
machine is simulated for the current vector. Next, faults that are active for the current test
vector are identified. A fault is consideredttive if one or both of the following two
conditions holds: 1) the present state of the faulty machine is different from that of the
good machine; 2) the fault is excited by the current vector, and the faulty line is sensitized
through the first two levels of logic. Checking condition 1 is straightforward since we have
saved the faulty circuit’s state while processing the previous vector. If condition 1 does not
hold, that is, if the faulty circuit’s present state is identical to that of the good circuit,
checking condition 2 is inexpensive too, as it is very localized and requires only the good

circuit’s values.

Faults that are not active for the current vector have the property that they are not
detected by the current vectandthe next states of the corresponding faulty machines are
identical to the next state of the good machine. Consequently, there is no need to simulate

these faulty machines for the current vector.

Each active fault is processed as follows: First, the fault is injected into faulty circuit.
The event list is initialized to reflect the fault injection and the present state lines whose
values differ in the good and the faulty machine. The event-driven simulation of the faulty

machine in PROOFS typically has a very low event activity, as in concurrent fault
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PROOFY(circuit, faultList, testVectorSequence)

1. while (vectors left) {

1.1 read next vector

1.2 simulate good circuit

1.3 determine which faults are active
1.4 for each active fault {

1.4.1 inject fault

1.4.2 add faulty node events
1.4.3 simulate faulty circuit
1.4.4 drop detected faults
1.4.5 store faulty next state
1.4.6 remove fault

15 }

2. }

Figure 3.2: PROOFS’ error simulation algorithm

simulation. If the fault is detected by the current vector, it is dropped. Otherwise, the
difference between the next state of the faulty machine and that of the good machine is

saved.

The basic algorithm, as discussed above, can be augmented to take advantage of the
word-level parallelism available on the computer executing the fault simulator. On a 32-bit
machine, up to 32 iterations the simulation step 1.4.3 of loop 1.4 can be executed in
parallel. This is done by assigning the values of different faulty machines to different bit
positions within a word. The other steps of loop 1.4 still have to be executed serially. A

more detailed description of one implementation is given in [Nier90, Nier91a].

Extension to conditional errors

It is straightforward to modify PROOFS to handle conditional errors, such as CSSL1. For
a given circuit and a given test sequence, the average run time per error for CSSL1 error
simulation is very close to that for SSL error simulation. As the number of CSSL1 errors is
guadratic in the size of the circuit, the cost of error simulation for CSSL1 may be
prohibitively large. To address this, we develop an error simulation algorithm for
conditional errors, called CESIM, that exploits the close relationship among CSSL1 errors

derived from the same CSSLO error. Its key features are processing of sets of conditional
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errors, and the injection of basic (instead of conditional) errors. We will demonstrate that

this leads to improved performance over the naive extension of PROOFS.

First, we define two equivalence relations on conditional errors. Two conditional errors
are PS-equivalentwith respect to the current vector iff the present states of the
corresponding erroneous machines are identical. Two conditional error® SB&-
equivalentwith respect to the current vector, iff they are derived from the same basic error
and the present states of the corresponding erroneous machines are identical. The two
equivalence relations define a hierarchical partition on the set of conditional errors; PSBE-
equivalence refines the partition defined by PS-equivalence. CESIM maintains the set of

undetected errors in partitioned form.

We redefine the activity criterion of PROOFS as follows: A conditional erracts/e
for the current vector iff 1) its condition holds in the erroneous circuit, and 2) the
corresponding basic error is excited in the erroneous machine for the current vector, and 3)

that basic error is sensitized through the first two levels of logic.

The inner loop 1.4 of PROOFS (Figure 3.2) that iterates over individual active faults is
replaced in CESIM, outlined in Figure 3.3, by one that iterates over sets of PS-equivalent

conditional errors:

Given is a sef; of undetected PS-equivalent conditional errors, we process this set of
errors for the current vector as follows. First, we simulate the erroneous maefitheno
errors injected, starting from the present state associatedSyitar the current vector
(steps 2.3.1 and 2.3.2 of Figure 3.3).

For each conditional error i8;, we check if it is active. Activation is determined by
three conditions (see above). Conditions 2 and 3 only depend on the basic error, and hence
are identical for all PSBE-equivalent errors. We therefore check conditions 2 and 3 first
(one check for each class of PSBE-equivalent errors). Only if both conditions hold do we

have to check condition 1 (one check per individual conditional error). Note that lines

1. Note that CESIM uses a single copy of the circuit structure but associates two values with
each signal, one corresponding to the error-free machine, the other to an erroneous machine. Hence
by simulating theerroneous machingre mean simulating the circuit using the setesfoneous
values
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CESIM(( circuit, errorList, testVectorSequence)

1. U = errorlist /* hierarchically partitioned set of undetected errors */
2. while (vectors left) {

2.1 read next vector

2.2 simulate good circuit

2.3 for each se§; of PS-equivalentontional errors it {

23.1 add the erroneous present-state events

2.3.2 simulate the erroneous machine (no errors injected)
233 partitionS, into an active and an inactive subgetandD, resp.
2.3.4 if error effect is exposed {

234.1 drop all errors iD

235 }

2.3.6 else{

2.36.1 save next state fDr

2.3.6.2 inserD in nextU

2.3.7 }

2.3.8 for each se§, of PSBE-equivalentonditional errors i {
2.38.1 inject the corresponding basic error

2.3.8.2 add the erroneous node events

2.3.8.3 simulate the erroneous circuit

2.3.8.4 if basic error is detected {

2.38.4.1 drop all errors i,

2.3.85 }

2.3.8.6 elsef

2.38.6.1 save the erroneous next stat&jor

2.3.8.6.2 insers, in nextU

2.3.8.7 }

2.3.8.8 remove the error

2.3.9 }

2.4 }

25 U =nextU

3. }

Figure 3.3: CESIM error simulation algorithm for conditional errors

appearing in the condition of a conditional error are not part of the transitive
combinational fanout of the basic error. Therefore, the activation conditions can be
evaluated using the values computed in step 2.3.2. This partBionso a subsef of the

active conditional errors, and a subBedf dormant (not active) errors (step 2.3.3).

If any outputs computed in 2.3.2 differ from those of the good circuit (step 2.2) all
errors inD are detected and can be dropped. Otherwise, we record the erroneous next state

corresponding t®, and inserD into thenexty the set of undetected errors for the next

vector.
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For each se§, of PSBE-equivalent errors i, we inject thebasicerror corresponding
to S,, apply the erroneous present state correspondiri,tand simulate the erroneous
circuit. If any outputs differ from those in the good circuit, all errorsSnare dropped.

Otherwise, we record the erroneous next stat&faand insers, into nextU

Example. Figure 3.4 illustrates CESIM. Consider sets of conditional errors derived
from three basic errors; ¢, , angy . Initially, the corresponding erroneous machines
are all in the same present state, namely the unknown s%ate . The initial PS-partition has
a single class, which is further partitioned with respect to PSBE-equivalence. First, the
error-free machine is simulated for the first vector; the next sta:t;é is . This allows us to
separate those conditional errors that are active (shaded in the figure) for the first vector
from those that are not. For the dormant errors no further work is required: none of them is
detected, and the next state of the corresponding erroneous mach'sies is . For each
PSBE class that contains active conditional errors, the correspoitdisig error is
injected and the erroneous circuit is simulated for the current vector. In the example, none
of these errors is detected, and the next staﬁes Sénd are distinct. This process is
repeated for the next vector. In the example, the active errors in PSBE(sbs@ are
detected by the second vector; all other errors remain undetected. Note that there is a one-
to-one correspondence between a single transition in the state transition diagram in
Figure 3.4 and a circuit simulation step in the algorithm (steps 2.2, 2.3.2, or 2.3.8.3 in
Figure 3.3).

Analysis. CESIM minimizes the overall computational cost by exploiting PS- and
PSBE-equivalence of conditional errors. We now analyze the algorithm’s complexity. The
two major components of the cost of one iteration of the top-level loop (step 2) are the
simulation cost of steps 2.2, 2.3.2, and 2.3.8.3, and the patrtition cost of step 2.3.3. The
partition cost is proportional to the number of conditional errors for which we have to
check activation condition 1, which is typically a small fraction of the total number of
conditional errors. The event-driven simulator is called as many times as there are PSBE
partition classes on all sefs this is a fraction of the number of PSBE partition classes of
U. In summary, the cost of one iteration has one component with complexity sublinear in

the size of the error list (partition cost), and a second component proportional to the size of
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the circuit and the product of the number of basic errors and the number of distinct states
(simulation cost). In our experiments, we observed that 90% of the execution time is due
to partitioning, while only 10% is due to simulation. The algorithm requires maintaining

both partitions (PS and PSBE) on the set of undetected errors. All partitions are

implemented using hash tables, which allow for constant time insertions of error sets.

Initially, all errors are undetected and the corresponding erroneous machines all start
from an unknown present state. Hence all errors are PS-equivalent initially, and all errors
derived from the same basic error are PSBE-equivalent. In the partition step (2.3.3), the
number of error sets (PSBE equivalence classes) may increase. The worst case occurs
when 1) neitheA nor D is empty, 2) neither of them is detected, and 3) the next states
generated in steps 2.3.8.3 and 2.3.2 are all distinct. For this case, the number of error sets
can double in a single iteration of step 2, leading to an exponential growth in the number
of vectors. However, the total number of PSBE-equivalence classes can never exceed the
total number of individual conditional errors we started with. Our experimental results

(see below) show that, in practice, the number of error sets remains fairly constant.

Optimizations. As in PROOFS we take advantage of the word-level parallelism of the
host computer; hence multiple iterations of 2.3.2 and of 2.3.8.3 are executed in parallel. To
further reduce execution time, static dominators [Nier9l1a] could be used to identify

redundant errors during a preprocessing step.

Experiments. We used the ISCAS’89 benchmarks to evaluate the performance of
CESIM. First, we generated test sequences for SSL faults using HITEC [Nier91b,
Nier9la]. We then error-simulated these test sequences using CESIM for CSSLO and
CSSL1 errors. The error list for CSSLO errors is identical to the collapsed SSL fault list.
The CSSLL1 error list was constructed as follows. For each CSSLO error, we considered a
maximum of 500 lines to derive CSSL1 errors. The smaller circuits have fewer than 500
lines, so every line in the circuit is considered as condition line. This leads to a maximum
of 1000 CSSL1 errors per CSSLO error. However, some CSSL1 errors are rejected because
their condition is part of the transitive fanout of the error site. A more detailed description

of the experiments is given in Appendix B.
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Figure 3.5: Run-time analysis of CESIM on the ISCAS’89 benchmarks

The efficiency of CESIM can best be seen by plotting the CPU time per test vector
versus the total number of errors simulated for each benchmark, as in Figure 3.5. There
are two sets of data: the first concerns CSSLO error simulation, the other CSSL1 error
simulation. The plot also shows a least square fit (linear regression) for each data set. The
execution time of CSSLO error simulation is dominated by event-driven simulation of
faulty circuits. However, when simulating the CSSL1 errors, checking whether the
condition of each CSSL1 error holds dominates the execution time. Least-square analysis
shows that the CPU time per test vector is proportional to the number of CSSLO errors to
the power 1.33. This superlinear behavior reflects the fact that those data with a larger
number of CSSLO errors correspond to larger circuits, and hence the execution time of
each event-driven simulation increases. For the CSSL1 execution time we find that the
CPU time per test vector is proportional to the number of CSSL1 errors to the power 1.13.
This near-linear behavior is because checking if CSSL1 errors are active, which is

independent of the size of the circuit, dominates the execution time.
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Figure 3.6: Coverage of CSSLO and CSSL1 errors on s1238 by a CSSLO test set
generated by HITEC

Figure 3.5 also allows us to compare CESIM with the straightforward extension of
PROOFS for CSSL1 error simulation, which we will refer to here as CPROOFS.
CPROOFS treats CSSL1 errors the same way CESIM treats CSSLO errors. The increase in
execution time of CPROOFS for CSSL1 errors compared to the execution time of
PROOFS for CSSLO errors is therefore proportional to the ratio of the number of CSSL1
errors to the number of CSSLO errors. The figure shows the execution time of CPROOFS
for only one benchmark (s1423); the speedup for that circuit is 64. We can see that the
speedup is roughly equal to the vertical distance between the linear regression lines for
CSSLO and CSSL1 datasets. We conclude that CESIM outperforms the CPROOFS by a

wide margin.

We further analyze the behavior of CESIM for a representative circuit, s1238. This
circuit has 14 inputs, 14 outputs, 18 D-type flip-flops, 80 inverters and 428 gates.
Figure 3.6 shows the error coverage as a function of the number of test vectors applied.
The ratio of coverage of CSSL1 errors to coverage of CSSLO errors varies between 0.49
and 0.72.
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Figure 3.7: Error simulation on s1238 with CSSLO and CSSL1:
number of distinct states

Figure 3.7 shows the number of distinct states as a function of the number of test
vectors applied. For CSSLO error simulation, the number of states rapidly drops; after
vector 300 there are at most five distinct states among the present states of the remaining
undetected erroneous machines. For CSSL1 error simulation, we observe that the number
of states hovers around 20 but never becomes larger than 35 (about twice the number of

flip-flops in the circuit).

Figure 3.8 details the number of error sets occurring during the execution of CESIM.
We show both the total number of error sets, and the number of error sets in use. Both are
normalized with respect to the total number of errors. The number of error sets in use is
the number of PSBE-equivalence classes of the set of undetected@rroisop 2.3 of
Figure 3.3. The total number of error sets is the number of error sets in use plus the
number of errors sets detected by previous vectors (those error sets are dropped in steps
2.3.4.1 and 2.3.8.4.1 of Figure 3.3). For CSSLO simulation, the total number of error sets
remains constant at the number of errors, whereas the number of error sets in use drops as

coverage increases. For CSSL1 simulation we observe that the total number of error sets
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Figure 3.8: Number of error sets during error simulation on s1238
with CSSLO and CSSL1 errors

increases steadily, as coverage increases. However, the number of error sets in use remains
fairly constant and hovers around the total number of basic errors, which is about 1000

times smaller than the total number of errors.

3.6 Analytical coverage evaluation of CSSL1

The first and foremost requirement for design error models is that complete test sets for
the modeled errors should also provide very high coverage of actual design errors. In this
section we analyze the detection of basic design errors by complete test sets for CSSL1
errors in gate-level circuits. LdDy be a gate-level circuit; constru€l; by injecting a

single errore; into Dy, wheree; is an instance of error mod#;. Let T; and T, be test

sets that provide complete coverage of all detectable CSSLO and CSSL1 errors,
respectively, irD,. We analyze the coverage provided by test 3gtand T, with respect

to the error model$/, proposed in [AA95]. In particular, we are interested in those error

classes covered By, but not byT,.
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Figure 3.9: Some basic error types [AA95]

We use the notation introduced in [AA95], and refer the reader to that paper for further
details of the error models. Lgt= G(xy,...,X,) be a gate in the error-free circuit. A gate
substitution erroG/G’ occurs if a gates is erroneously replaced with a gage that has
the same number of inputs but is of a different type. The set of'aligut vectors of am-
input gate is divided into disjoint subsetg, Vy,...,V,,, whereV, contains all input vectors
with exactlyk 1s in their binary representationsk < n. The disjoint set¥y, i, Vai» Vodd

andV,enare defined as follows:
Vhut = Vor Vain = Vi Vodd = Vi Veven= V.
null 0 Yall n+ Yodd i :odlglmi?tn l even i :evenDDi¢0Di¢n !

The sets/uis Vai Vode andVeyenare called theharacterizing setsr C-setsof G.

Consider the following sets of CSSLO and CSSL1 errors in the erroneous circuit:
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- E;={(1,y/0)}
.« E;={Ly/1)}

« E3={(1,%/0)]i=1...n}

e E4={(1,%x/1)]i=1...n}

* Es={(x=0,y/0) |i=1...n}
e Eg={(x=1,y/0) |i=1...n}
e E;={(x=0,y/1)|i=1...n}
e Eg={(x=1,y/1)|i=1...n}

LetT;, wherei = 1...8, be a complete test set Eyr

Single-input gate substitution errors. Gate substitution errorsGSES) involving
buffers or inverters are callesingle-input GSE. A necessary and sufficient condition to
detectG/G’ is to sensitizey. Any test inT; or T, must sensitizg and hence detec@/G’.

If both T; andT, are emptyy is not sensitizable and henG&G’ is undetectable.

Multiple-input GSE’s. Consider anultiple-input GSEMIGSE) G,AND, i.e., gateG is
erroneously replaced by an AND gate. To deté&A(ND), we have to identify the AND
gate in the erroneous circuit. Note that:

e any testinly or Tgor Tg excitesG’ for Vy

» any test inl, or T; excitesG’ for V,,yn ' Veven” Vodd

* any test inl, excitesG’ for V, _;

» any test inlg excitesG’ for Veyen! Vodd

e Tg=0
Case 1T,z U, T; # U. T, O T4 uncovers all detectabMIGSE’swith the exception of
XNOR/AND (XOR/AND) for n even (odd). Detection of this last error requires exciting
G’ for Voun B Veven(Vnuil & Vogg)- None of the error sets considered can enforce this
condition.

Case 2T, # U, T; = . T4 uncovers all detectabMIGSE’swith the exception of NOR/
AND and XNOR/AND (XOR/AND) forn even (odd). Detection of these last two errors
requires excitings’ for bothV,,,;; andVeyen(Vodd)- None of the error sets considered can

enforce this condition.
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Case 3T, =0, Tg#z [, T, # 0. T, O Tg uncovers all detectabMIGSEswith the
exception of XNOR/AND (XOR/AND) fon even (odd)T; U T, might fail to uncover
OR/AND as well.

Case 4T, =0, Tg# 0, T; = 0. Tg might fail to detect NOR/AND and either XNOR/
AND or XOR/AND.

Case 5T, =0, Tg=0. G’ cannot be excited foVu,enl Voge T1 U T excitesG’ for each

remaining C-set.

The analysis foMIGSE’s where G’=NAND,OR,NOR,XOR,XNOR is similar to that

presented above.

We conclude that the coverage iGSEsprovided by complete test sets for CSSL1
errors is only marginally better (see case 3) than that provided by test complete test sets
for CSSLO errors.

Gate count errors. Two types of gate count errors are defined in [AA95]: extra-gate
errors and missing gate errors. Extra-gate errors are shown to be detected by any complete
test set folGSE’s Hence the same conclusions with respect to coverage by complete test

sets apply to CSSL1 errors.

It is shown in [AA95] that detection of missing gate errors requires applying either
or V,,_ ». These sets cannot be enforced using a single CSSL1 error, and hence complete
test sets for CSSL1 errors do not provide more coverage for missing gate errors than test

sets for CSSLO errors.

Input count errors. Extra input errors have been shown to be covered by any complete
test set for CSSLO errors [AA95]. The coverage for missing input errors was shown to be
only partial. A missing input error occurs when amput gate § = 3) is replaced by am(

— 1)-input gate with itsn — 1 inputs connected to an arbitrary subset of the origmal
inputs. The error detection requirements of this type of error map exactly onto those of a
CSSL1 error, except in the case of XOR or XNOR gates.

Wrong input error. A wrong input error occurs when a single gate input is connected
to the wrong signal: in the error-free circuit,= G(X4,...,X,), While in the erroneous

circuit: y = G(z, %,...,X,). A necessary and sufficient condition to detect this error is to
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sensitizez while zandx; have opposite values. This is equivalent to detecting either of the
CSSL1 errorsx; = 0,z/0) or & = 1,2/ 1).

Missing 2-input gate error. This error occurs if the error-free circuit contains a gate
G(xq, Xo) that is completely missing in the erroneous circuit gl x;. It can be shown
that the error detection requirements for this error are equivalent to those of a CSSL1
error. For example if G=AND, the corresponding CSSL1 errorxis£ 0,y / 0). A

complete test set for CSSLO errors may fail to detect this error.

Conclusion.Complete test sets for CSSL1 errors also detect all wrong input errors, all
missing input errors on gates that are not of type {XOR,XNOR}, and all missing 2-input
gate errors; complete test sets for CSSLO errors can fail to detect these errors. For the other

error types, no increased coverage is guaranteed by complete test sets for CSSL1 errors.

3.7 Coverage evaluation using error simulation

From the analysis presented in the previous section, one could conclude that the class of
design errors that is guaranteed to be detected by a complete test set for CSSL1 errors is
very limited. In fact, most actual design errors do not fall in this class. However, as our
analytical study tries to establish properties that hold for any design, its results are
conservative. For a concrete design, complete test sets for CSSL1 errors may detect many

more design errors than those reported in the previous section.

To compare the effectiveness of two design error models, we could take an unverified
design, and generate test sets that are complete with respect to the two error models. The
test set that uncovers more (and harder) design errors in a fixed amount of time is more
effective. However, for such a comparison to be practical, fast and efficient high-level test
generation tools for our error models appear to be necessary. Although this type of test
generation is feasible, it has yet to be automated. Instead we consider test sets that were
not specifically targeted, and compute their coverage of modeled design errors as well as

of actual design errors.
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Table 3.1: Characteristics of two modules of the DLX microprocessor implementation
Module 1:  Module2:

Parameter top decode

No. of lines of code 302 263
No. of CSSLO errors 574 816
No. of CSSL1 errors 141,756 238,732
No. of restricted CSSLO errors 178 82
No. of restricted CSSL1 errors 21,864 18,788
No. of detectable actual errors 8 16

In this section we present a set of experiments whose goal is to compare different design
error models and investigate the relationship between coverage of modeled design errors

and coverage of more complex actual errors.

The test vehicle for this study is the well-known DLX microprocessor [Henn90]. The
particular DLX version considered is a student-written design that implements 44
instructions, has a five-stage pipeline and branch prediction logic. The design errors made
by the student during the design process were systematically recorded. They were
presented earlier in Chapter 2 (DLX1 in Table 2.1 and Table 2.4). Some characteristics of
two of the modules of the design are shown in Table 3.1. Moduge integrates the
different pipeline stages and contains the forwarding logic. Modat®de describes the
decode stage of the pipeline. These modules are analyzed here because 75% of all actual
errors were made within these two modules. A simplified block diagram of the design,

indicating both modules, is shown in Figure 3.10.

For these experiments, we modified the original design description to allow us to
automatically inject synthetic errors into the design. The modifications do not cause a
significant overhead during simulation and do not require recompilation of the simulator
when a new error is injected. On the other hand, this approach requires a simulation run

for each error considered.

The error models considered in this study are the CSSLO and CSSL1 models. Even for
moderately sized modules under consideration, the number of CSSL1 errors is very large;
for example, there are 141,756 CSSL1 errorstap . Given our error simulation
approach, the number of errors needs to be reduced to make the experiment practical. A

subset of the CSSL1 errors was selected by imposing the following constraints: 1) lines
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Figure 3.10: Simplified schematic of DLX implementation showing moddé&ode
andtop

considered in the condition are restricted to signals of bit-width 1, and 2) lines considered
as error sites are restricted to signals with bit width €Es of this type are referred to as
restricted CE’s This reduces the number of CSSL1 errors by about an order of magnitude.

For example, there are 21,864 restricted CSSL1 error®pn. Error simulation for
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Table 3.2: Coverage of synthetic and actual errors by biased random tests TO-T13
Module 1:  Module2:

Parameter top decode
CSSLO errors 77% 64%
Restricted CSSLO errors 86% 93%
Restricted CSSL1 errors 72% 69%
Actual errors 75% 69%

restricted CSSL1 errors itop and the test set described below took 34 hours on a
HAL300 workstation; an average simulation speed of 140 simulated clock cycles per CPU

second was observed.

We developed a tool for generating random but valid assembly programs for the DLX
instruction set architecture. The tool is biased towards generating ‘interesting’ cases, such
as data dependencies, control dependencies, exceptions, and boundary data values. To
satisfy the requirement that the programs generated be valid, some structure is imposed on
the programs which limits their variety. A number of parameters allow the user to vary the
size and structure of the programs. We constructed a sequence of test programs increasing
in size and complexity. The combined execution length of the programs was 3445 cycles.

We then computed the coverage for synthetic and actual errors of the test set.

The results of error simulation are summarized in Table 3.2. A significant fraction of
CSSLO errors is not covered by the test set. The coverage of restricted CSSL1 errors is, as
expected, lower than that of restricted CSSLO errors. Figure 3.11 shows the coverage of
three error sets as a function of the number of test programs applied. The first (and
shortest) test program uncovers many easy-to-detect errors. Coverage increases slowly as
more test programs are applied. The profiles for both synthetic error models appear
similar. Both error models reveal areas insufficiently exercised by the test programs. For

instance, none of the test programs contains instructions with illegal opcodes.

Our analytical evaluation of the CSSL1 error model shows that complete test sets for
CSSL1 errors also detect a number basic errors for which complete test sets for CSSLO
errors provide only partial coverage. However, as the CSSL1 error model defines a number
of error instances quadratic in the size of the circuit, further evidence is needed to

demonstrate the model's merits for design verification. We therefore have conducted error
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simulation experiments in which the coverage of CSSLO, CSSL1, and actual errors by
biased random test sets is computed. The correlation between coverage of SSL errors and
coverage of actual errors is very similar to that between coverage of CSSL1 errors and
coverage of actual errors. Hence this study does not provide any grounds to justify the use
of the CSSL1 error model instead of the SSL model.

3.8 Coverage evaluation by analysis of actual errors

To show the effectiveness of a verification methodology, one can apply it and a competing
methodology to an unverified design. The methodology that uncovers more or harder
design errors in a fixed amount of time is more effective. However, for such a comparison
to be practical, fast and efficient high-level test generation tools for the error models are
necessary. We have discussed such test generation tools in Section 3.4 but they have to be
automated. We therefore designed a controlled experiment that approximates the

conditions of the discussed experiment, while avoiding the need to automate test
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generation. The experiment evaluates the effectiveness of our verification methodology
when applied to two student-designed microprocessors. A block diagram of the

experimental set-up is show in Figure 3.12. As design error models are used to guide test
generation, the effectiveness of our design verification approach is closely related to the

synthetic error models used.

To evaluate our methodology, a circuit was chosen for which design errors were
systematically recorded during its design. Dgtbe the final, presumably correct, design.
From the CVS revision database, the actual errors were extracted and converted so that
they can be injected into the final desigy. In the evaluation phase, the design was
restored to an (artificial) erroneous st&tgby injecting a single actual error into the final
designDg. This set-up approximates a realistic on-the-fly design verification scenario. The
experiment answers the question: gii)) can the proposed methodology produce a test
that determine® to be erroneous? This is achieved by examining the actual eridy in
to determine if a modeled design error exists thatdminatedoy the actual error. LdD,
be the design constructed by injecting the dominated modeled ety Band letM be the
error model that defines the dominated modeled error. Such a dominated modeled error
has the property that any test that detects the modeled erfy atso detects the actual
error in D;. Consequently, if we were to generate a complete test set for every error
defined onD4 by error modeM, Dywould be found erroneous by that test set. Note that
the concept of dominance in the context of design verification is slightly different than in
physical fault testing. Unlike the case with the testing problem, we cannot remove the
actual design error fro, before injecting the dominated modeled error. This distinction
is important because generating a test for an error of omission, which is generally very

hard, becomes easy if givey instead oD;.

The erroneous desidgn, considered in this experiment is somewhat artificial. In reality
the design evolves over time as bugs are introduced and eliminated. Only at the very end
of the design process, is the target circuit in a state where it differs from the final d&gign
in just a single design error. Prior to that time, the design may contain more than one

design error. To the extent that the design errors are independent, it does not matter if we
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Figure 3.12: Experiment to evaluate the proposed design verification methodology

consider a single error or multiple design errors at a time. Furthermore, our results are

independent of the order in which one applies the generated test sequences.

We implemented the preceding coverage-evaluation experiment for two small but
representative designs: a simple microprocessor and a pipelined microprocessor. We

present our results in the remainder of this section.

A pipelined microprocessor. Our first design case study considers the well-known
DLX microprocessor [Henn90]. The particular DLX version considered is a student-
written design that implements 44 instructions, has a five-stage pipeline and branch
prediction logic, and consists of 1552 lines of structural Verilog code, excluding the
models for library modules such as adders, registerfiles, etc. The design errors committed
by the student during the design process were systematically recorded using our error

collection system.

For each actual design error we painstakingly derived the requirements to detect it.
Error detection was determined with respect to one of two reference models

(specifications). The first reference model is an ISA model that is not cycle-accurate: only
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Figure 3.13: Example of an actual design error in our DLX implementation

the changes made to the ISA-visible part of the machine state, that is, to the register file
and memory, can be compared. The second reference model contains information about
the microarchitecture of the implementation and gives a cycle-accurate view of the ISA-
visible part of the machine state (including the program counter). We determined for each
actual error whether it is detectable with respect to each reference model. Errors
undetectable with respect to both reference models may arise for the following two
reasons: (1) Designers sometimes make changes to don't care features, and log them as
errors. This happens when designers have a more detailed specifications (design intent) in
mind than that actually specified. (2) Inaccuracies can occur when fixing an error requires

multiple revisions.

We analyzed the detection requirements of each actual error and constructed a modeled
error dominated by the actual error, wherever possible. One actual error involved multiple
signal source errors, and is shown in Figure 3.13. Also shown are the truth tables for the
immediately affected signals; differing entries are shaded. Error detection via fghout
requires settindsl =1, 0 =1, (X1 # X2), and sensitizingyl. However, the combination

(S1 =1,90 =1) is not achievable and thus error detection¥ias not possible. Detection
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Table 3.3: Actual design errors and the corresponding dominated modeled errors for DLX

Actual errors Corresponding dominated modeled errors
Category ISA ISAb Tota] INV SSL BSE CSSL1 CBOE CSSL2 Unknown
Missing instance 8 2 14 0 2 0 6 1 0 1
Wrong signal source 9 2 11 1 4 5 1 0 0 0
Complex 3 0 3 0 3 0 0 0 0 0
Inversion 2 3 3 0 0 0 0 0 0
Missing input 1 0 0 0 0 1 0 0 0
Unconnected input 3 0 3 3 0 0 0 0 0 0
Missing minterm 1 0 1 0 0 0 0 0 1 0
Extra input 1 0 1 0 1 0 0 0 0 0
Total 27 6 39 7 10 5 8 1 1 1

via Y2 or Y3 requires settin@l = 0,0 = 1, (X0 # X1), and sensitizing2 or Y3. However,
D =1 blocks error propagation vi&g2 further downstream. Hence, the error detection
requirements areé8l = 0,0 =1, X0 # X1), and sensitiziny3.

Now consider the modeled err&; = SO s-a-0 inD;. Activation of E; in D1 requires
S1 =0, D =1. Propagation requiresX@ # X1), and sensitizingY1l, Y2 or Y3. As
mentioned before0 = 1 blocks error propagation vi€. But asE; can be exposed viél
without sensitizingy3, E, is not dominated by the given actual error. To ensure detection
of the actual error, we can conditi® s-a-0 such that sensitization8 is required. The
design contains a signpimp_to_reg_instthat, when set to 1, blocks sensitizationYdf,
but allows sensitization 0f3. Hence the CSSL1 errgunp_to_reg_inste 1, D s-a-0) is

dominated by the actual error.

The results of this experiment are summarized in Table 3.3. A total of 39 design errors
were recorded by the designer. The actual design errors are grouped by category. ‘Missing
instance’ and ‘wrong signal source’ errors account for more than half of all errors. The
column headed ‘ISA’ indicates how many errors are detectable with respect to the ISA-
model; ‘ISAb’ lists the number of errors only detectable with respect to the micro-
architectural reference model. The sum of ‘ISA and ‘ISAb’ does not always equal ‘Total’;
the difference corresponds to actual errors that are not detectable with respect to either

reference model. The remaining columns give the type of the simplest dominated modeled
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error corresponding to each actual error. Among the ten detectable missing instance errors,
two dominate an SSL error, six dominate a CSSL1 error, and one dominates a CBOE. For

the remaining one, we were not able to find a sufficiently simple dominated modeled error.

A conservative measure of the overall effectiveness of our verification approach is given
by the coverage of actual design errors by complete test sets for modeled errors. From
Table 3.3 it can be concluded that for this experiment, any complete test set for the inverter
insertion errors (INV) also detects at least 21% of the detectable actual design errors. Any
complete test set for the INV and SSL errors covers at least 52% of the actual design
errors. If a complete test set for all INV, SSL, BSE, CSSL1 and CBOE is used, at least

94% of the actual design errors will be detected.

A simple microprocessor.Al-Asaad [VC98] performed a similar experiment for the
Little Computer 2 (LC-2) [Post96a], a small microprocessor of conventional design used
for teaching purposes at the University of Michigan. It has a representative set of 16
instructions which, are a subset of the instruction sets of most current microprocessors. To
serve as a test case for design verification, behavioral and RTL synthesizable Verilog
descriptions for the LC-2 were designed. The behavioral model of the LC-2 consists of
235 lines of behavioral Verilog code. The RTL design (implementation) consists of a
datapath module described as an interconnection of library modules and a few custom
modules, and a control module described as an FSM with five states. The implementation
comprises 921 lines of Verilog code, excluding the models for library modules such as
adders, register files, etc. A gate-level model of the LC-2 can thus be obtained using logic
synthesis tools. The design errors made during the design of the LC-2 were systematically

recorded using our error collection system (Chapter 2).

The actual design errors in both the behavioral and RTL designs of the LC-2 were
analyzed, and the results are summarized in Table 3.4. A total of 20 design errors were
made during the design, of which four are easily detected by the Verilog simulator and/or
logic synthesis tools, and two are undetectable. The actual design errors are grouped by
category. The columns in the table give the type of the simplest dominated modeled error
corresponding to each actual error. For example, among the four remaining wrong-signal-

source errors, two dominate an SSL error and two dominate a BSE error.
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Table 3.4: Actual design errors and the corresponding dominated modeled errors for LC2

Corresponding dominated
Actual errors
modeled errors

Category Easily  Unde- Un-
Total detected tectable SSL BSE CSSLI known
Wrong signal source 4 0 0 2 2 0 0
Expression error 4 0 0 2 0 1 1
Wrong bus width 3 3 0 0 0 0 0
Missing assignment 3 0 0 0 0 2 1
Wrong constant 2 0 0 2 0 0 0
Unused signal 2 0 2 0 0 0 0
Wrong module 1 0 0 1 0 0 0
Always statement 1 1 0 0 0 0 0
Total 20 4 2 7 2 3 2

We can infer from Table 3.4 that most errors are detected by tests for SSL errors or
BSEs. About 75% of the actual errors in the LC-2 design can be detected after simulation

with tests for SSL errors and BSEs. The coverage increases to 90% if tests for CSSL1 are

added.

3.9 Conclusions

Unlike the case with other simulation-based design validation methodologies, we use
design error models to direct test generation. We have identified four key requirements
that error models should satisfy to be useful for design validation: 1) complete test sets for
the modeled errors should also provide very high coverage of actual errors, 2) the error
models should be amenable to automated test generation 3) the error models should be

amenable to error simulation, and 4) the number of modeled errors should be sufficiently

small.

Based on the error data presented in the previous chapter, we have proposed three
classes of design error models: basic, extended and conditional design error models. We
have analyzed how well each error model satisfies the four requirements. The extended

error models were found too difficult for automated test generation, and have been
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discarded on that ground. Test generation for the other two classes of models was found
similar to test generation for SSL errors. We have developed an error simulation algorithm
for conditional errors called CESIM. Our experimental results show that CESIM
outperforms a state-of-the-art fault simulation algorithm by a wide margin (a factor 34 on

average).

We conducted three studies to assess how well the error models meet requirement 1. An
analytical study of CSSL1 errors shows that complete test sets for CSSL1 errors do
provide higher coverage for common design errors in gate-level designs over test sets that
are complete for SSL errors. A second study used error simulation, and compared the
coverage of SSL, CSSL1 and actual errors on a microprocessor design. The correlation
between coverage of SSL errors and coverage of actual errors was found to be very similar

to that between coverage of CSSL1 errors and coverage of actual errors.

A final study analyzed actual errors in microprocessor designs, and investigated
whether our methodology can detect such errors. The results indicate that complete test
sets for synthetic errors provide a very high coverage of actual errors (97% for one design
and 90% for another). The results also show the conditional error models are especially
useful for detecting actual errors that involve missing logic, which are often difficult to

detect using basic errors only.

Table 3.5 summarizes our findings. Each error model is graded with respect to the four
requirements relative to the SSL model. The SSL model scores the highest on
requirements 2 and 3, since standard ATPG tools use the SSL model. The scores of the
other models reflect the effort required to either modify the design and to use standard
tools, or to modify the tools to handle the new models. Our methodology supports
incremental design validation: First, generate tests for SSL errors. Then generate tests for

other basic error types such as MSE. Finally, generate tests for conditional errors.

Our studies suggest that the CSSL1 model is a good candidate to improve on the
coverage provided by a complete test sets for SSL errors. The CSSL1 model provides a
natural extension of the SSL model; standard ATPG algorithms can easily be modified for
CSSL1; we have demonstrated efficient error simulation with CSSL1 errors. The number

of CSSL1 errors is quadratic in the size of the circuit. Although, the number of CSSL1
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Table 3.5: Comparison of practical design error médels

Error model Req. 1: Req. 2: Req. 3: Req. 4:
Coverage Test generation Error simulation No. of instances
SSL + + + O(N)
. MSE + -- - O(N)
Basic BOE - o(N)
BSE ++ O(N%)
BDE + - - O(B.D?
CSSL1 ++ - - O(22N\d)
Conditional CBOE + O(2N?)
CSSL2 it - - O(23N%)

a.N is the number of signals in the circuit;is the average number of drivers on a tristate bus.

errors for a flattened design hierarchy is extremely large, the design hierarchy provides a
natural means to reduce the number of CSSL1 errors. If the stuck line and the condition
line that constitute a CSSL1 error are restricted to signals belonging to the same
hierarchical module the number of CSSL1 errors to be targeted during test generation is

typically small enough for practical use of CSSL1 errors.



CHAPTER 4

High-level test generation for
design verification of
pipelined microprocessors

Our design validation methodology uses design error models to direct the generation of
verification tests. In the previous chapter we presented error models suitable for design
verification and showed that test generation for these errors is similar to test generation for
SSL faults.

The area of automatic test pattern generation (ATPG) for combinational circuits is very
mature and several commercial ATPG tools are available that are able to handle very large
designs. ATPG for sequential circuits is a much harder problem [Chen96, Marc96], but
design for testability (DFT) techniques, such ssan [Abra90], greatly reduce this
complexity. Infull scan design, every register is replaced by a scan register and the
registers are linked in a chain, thereby making every register observable and controllable.

This effectively reduces the test generation problem to one for combinational circuits.

Unfortunately, DFT techniques do not apply to design verification. Unlike in physical
fault testing, the error-free design is unknown. This may seem contradictory since in logic
simulation every signal in the design can be examined. However, a signal can only be
considered observable if we can easily discern incorrect from correct values. This means
that only the signals that are part of the specification are observable. Typically these
include all primary inputs and primary output, as well as a small subset of the state
registers. The same observation applies to controllability. Logic simulators typically allow
us to override the logic driving any signal, and ‘force’ the signal to an arbitrary value. This
might give the illusion that every signal is controllable, but since most of these signals do
not appear in the specification, we cannot easily bring the specification in a state that

corresponds to that of the implementation. Hence we cannot easily verify the simulation

77
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outcome if signals have been forced to arbitrary values. Therefore test vectors can only
specify the values of the primary inputs, and the initial state of the subset of

implementation registers that is also part of the specification.

We conclude that the test generation problem in design validation has to be solved for a
sequential circuit. Although recently significant advances have been made in the area of
gate-level sequential ATPG, designs of the size of microprocessors are well beyond the
capabilities of present methods. Most previous work in this area attempts to address test
generation for general gate-level sequential circuits. An alternative direction of research is
to restrict the class of circuits targeted. Domain-specific information about these designs
can then be exploited so that larger circuits can be handled than the general methods are
capable of. We chose a class of pipelined microprocessors as our design domain. In this
chapter, we develop a high-level test generation method for pipelined microprocessors. We
first describe a model that captures high-level knowledge about microprocessor structure.
We then develop a high-level test generation algorithm that uses this information. The
main features of the method are 1) the integration of high-level treatment of the datapath
with fully detailed treatment of the controller, 2) its “pipeframe” based iterative

organization, 3) the separation of path and value selection.

We review relevant previous work in Section 4.1. Our high-level model for pipelined
processors is presented in Section 4.2. The iterative organization of the proposed high-
level test generation algorithm is described in Section 4.3. The overall test generation
algorithm is described in Section 4.4. Sections 4.5, 4.6, and 4.7 describe the three main
components of the algorithm. We present experimental results in Section 4.8, and give

some concluding remarks in Section 4.9.

4.1 Related work

Test generation for gate-level sequential circuits

Typical test generators for sequential circuits [Abra90, Chen96] iteratively apply a test

generation algorithm for combinational circuits by using a gate-level iterative logic array
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(ILA) model of the circuit. Kelsey et al. [Kels93] describe a test generation algorithm for
sequential circuits that does not follow the iterative structure of the ILA. For a given fault,

an estimate of the test sequence length is computed, and the circuit is unrolled over that
many cycles. The PODEM algorithm [Chen96, Goel81] is applied to the resultant circuit,
which is treated as a single combinational circuit. Because this approach only makes
decisions on primary inputs and only propagates information forward, it can result in a
more efficient search. On the other hand, the search process is performed on a much larger
and deeper circuit than in conventional approaches, hence its efficiency depends critically

on the backtracing heuristics used.

Ghosh et al. [Ghos91] decompose the test generation problem into three subproblems:
combinational test generation, fault-free state justification, and fault-free state
differentiation. By performing state justification and differentiation in the fault-free

machine, their algorithm can re-use a significant amount of computation.

High-level test generation

Lee and Patel describe a high-level test generation method for microprocessors in
[Lee92a, Lee94]. They model a processor as an interconnection of high-level modules.
During a preprocessing step they symbolically simulate each instruction of the instruction
set to derive the control behaviors corresponding to each instruction. These control
behaviors can be seen as ‘configurations’ of the processor (datapath) over a number of
clock cycles (as many as the corresponding instruction takes to execute). The proposed
test generation method has two phases: path selection and value selection. During path
selection, a sequence of instructions is assembled so that a set of paths is sensitized to
activate the targeted error and propagate its effect. These paths may span multiple clock
cycles and may require multiple instructions. The task of computing the concrete values
that need to be applied to the primary inputs is delegated to the value selection phase. This
second problem can be formulated as a system of non-linear equations. The variables in
this problem correspond to the signals in the datapath (in multiple timeframes). The
equations correspond to the modules and interconnections of the datapath. They express

the relationship between the input and output signals, as defined by the module’s
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functionality. Lee and Patel propose a simple discrete relaxation method for value
selection. The reason why such a simple method works well is that path selection tries to
avoid selections that may lead to conflicts during value selection. A limitation of Lee and

Patel's method is that it explicitly enumerates the control behaviors of the processor by
considering every instruction in the ISA. Such an enumeration is no longer possible for

pipelined processors, as instructions do not execute in isolation.

Hansen and Hayes describe a high-level test generation algorithm, called SWIFT, in
[Hans95b]. SWIFT can guarantee low-level fault coverage through the use of a functional
fault model, described in [Hans95a]. SWIFT uses high-level information about the circuit
in the form a set of (multicycle) operations that the circuit can execute. Given a
precomputed test for a module, SWIFT first constructs a partially-ordered set of
operations needed to apply that test to the module and propagate the fault effects to the
system outputs. It then proceeds with detailed low-level processing (scheduling).
Although the results in [Hans95b] are very promising, it is not clear how to derive needed

high-level information automatically.

Iwashita et al. [lwas94] describe a technique for generating instruction sequences to
excite given “test cases”, such as hazards, in pipelined processors. Test cases are mapped
onto states of a reduced FSM model of the processor. The technique performs implicit
enumeration of the reachable states to synthesize the desired test sequences. Some
limitations are that the reduced FSM model is derived manually, and that no details are

given on the effect of the abstraction on the types of test cases that can be handled.

Chandra et al. [Chan95] present a sophisticated code generator for architectural
validation of microprocessors. The user provides symbolic instruction graphs together
with a set of constraints; these compactly describe a set of instruction sequences that have
certain properties. The system expands these templates into test sequences using
constraint solvers, an architectural simulator, and biasing techniques. A similar work is
discussed in [Hoss96]. As these techniques operate on the microarchitectural specification
of the design only, they are not suitable for generating tests for structural errors in the

implementation.
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Formal verification

Bhagwati and Devadas [Bhag94] describe an automated method to verify pipelined
processors with respect to their ISA specification. The method assumes that a mapping
between input and output sequences of the implementation and the specification is given,
and that the implementation can be approximated kydefinitet FSM. The equivalence

of the two machines is checked by symbolic simulation. The assumptions made about the

implementation and the lack of abstraction limit the applicability of this approach.

Burch and Dill [Burc94] propose a method for microprocessor verification based on
symbolic simulation and the use of a quantifier-free first-order logic with uninterpreted
functions. The method requires manually generated abstract models of both the
implementation and the specification in terms of uninterpreted functions. Symbolic
simulation of the models is used to construct the next-state functions. The verification
problem is turned into checking the equivalence of the next-state functions of

implementation and specification.

Levitt and Olukotun [Levi97] develop a methodology for verifying the control logic of
pipelined microprocessors. The datapath is modeled using uninterpreted functions.
Verification is performed by iteratively merging the two deepest stages of the pipeline.
After each step a check is made to see whether the newly obtained pipeline is still
equivalent to the previous one. The equivalence is proven automatically using induction
on the number of execution cycles. To achieve the high degree of automation, the
approach of [Levi97] uses high-level knowledge about the design, such as the design

intent of a bypass.

Hybrid verification techniques

A class of hybrid verification techniques [Geis96, Gupt97, H095, Ho96b, Lewi96,
Moun98] that combine simulation with formal verification has recently been proposed.
These techniques construct a reduced FSM model of the implementation. Test sequences

are then generated to achieve full coverage on the reduced FSM model. A non-trivial

1. Ak-definite FSM is one that can only remember thekagputs.
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problem with these methods is transforming the test sequences so that they can be applied
to the implementation. The reduced FSM model may abstract part of the design by
replacing the interface signals by primary inputs. The transformed test sequences can only
specify primary inputs to the specification; these need to justify the abstracted interface
signals specified in the original test sequence. Ho et al. [H095] avoid the transformation
problem by ‘forcing’ the desired interface signals onto the implementation. A serious
drawback of this approach is that the simulation outcome needs to be verified manually.
Moundanos et al. [Moun98] use conventional gate-level ATPG to transform test
sequences. Lewin et al. [ILewi96] first map the test sequences onto sequences of
architectural constraints; these constraints are then used by an architectural test generator
[Ahar95] to produce test sequence for the implementation. The implementation and the

specification are then simulated for the transformed test set.

Discussion

Our method uses high-level knowledge about pipeline structure similar to that used in
Levitt and Olukotun’s work [Levi97]. Among all related work, Lee and Patel’s work
[Lee92a, Lee94] is closest to our work. Our method borrows from Lee and Patel the
following ideas:

» Separation of path and value selection

» Path selection aimed at avoiding value conflicts

* The use of discrete relaxation for value selection

Our method goes beyond Lee and Patel’s in the following:

» Our method handles pipelined microprocessors.

» The iterative organization of our method is based on what we call pipeframes
instead of timeframes, which leads to a reduction of the decision space, as we shall
see.

* Our method uses a new formulation of the path selection problem. This formulation

allows ATPG to be one with a PODEM-like directed search in a flexible manner.
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4.2 Pipelined processor model

In this section we introduce a new model for pipelined processors. The purpose of the
model is to facilitate a more efficient test generation method by identifying high-level

information about the structure of pipelined microprocessors.

An important element of microprocessor structure is the distinction betdatrand
control. The merits of treating datapaths and controllers differently have been recognized
in many other domains such as high-level synthesis, formal verification, etc. In today’s
design methodologies, controllers are often described by behavioral HDL code (case
statements). These descriptions are then synthesized into a gate-level or transistor-level
netlist either by tools or by hand. Most signals appearing in controller descriptions are
unstructured binary signals. Controllers are essentially sets of interacting finite-state
machines. Datapaths, on the other hand, process structured data words and so can be
represented at a higher level than the gate level, using high-level, multibit modules and
buses. This high-level representation drastically reduces the size of the design

representation.

From a verification point of view, it is also important to distinguish machine state that is
visible to the specification, typically an instruction set architecture (ISA) model, from
machine state which is specific to the implementation. In pipelined microprocessors the
pipeline registers contain the implementation-specific machine state. Much of the
complexity of these processors stems from the interaction between instructions in the
pipeline. If instructions were to interact only through the ISA-visible part of the machine

state, they could be treated independently for verification test generation.

However, instructions also interact through the implementation-specific machine state,
and this is intimately related to pipeline hazards. Hennessy and Patterson [Henn90]
describe three standard techniques for dealing with pipeline hazalléng, squashing
and bypassing they are illustrated in Figure 4.1. The signals that control these

mechanisms are of interest because they reveal the essence of instruction interaction in the
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Figure 4.1: Instruction interaction mechanisms: a) bypassing, b) squashing, c) stalling

pipeline. They provide a means to characterize the control state of the pipeline in a much

more compact way than by considering all the instructions in the pipeline simultaneously.

Based on these considerations and on the analysis of actual designs, we have developed
the model for pipelined processors shown in Figure 4.2, which exposes high-level
knowledge that can be used during test generation. We assume that data-stationary control
[Kogg77] is chosen as implementation style of the controller, in which case control
‘follows’ the data through the pipeline providing the control signals at each stage as
needed. Such controller implementations mimic the pipeline structure of the datapath. The
datapath and controller both exhibit pipeline structure and interacttatasand control
signals. The signals at each stage are classified as:

* primary: interfacing with the environment

» secondaryinterfacing with the stage’s pipeline registers

* tertiary: interfacing with another pipeline stage

The tertiary signals are precisely the signals needed to describe essential instruction
interaction. Typical examples of tertiary signals in the controller are squash and stall;
typical examples of tertiary signals in the datapath are bypasses. Using the model requires
no more than the appropriate labeling of control signals, status signals, and pipe registers,

along with appropriate high-level modeling of the datapath. The block labeled ‘global
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Figure 4.2: Pipelined microprocessor model

combinational logic’ generates the CTS’s. By isolating this block, the number of tertiary

signals can be minimized.

Our test generation method attempts to decouple decisions concerning the interaction of
instructions from those concerning only a single instruction. For example, a decision of
the former type might be whether the current instruction needs to be stalled by the
previous instruction. Such a decisions allow us to defer deciding upon the particular

opcode and operand registers of that previous instruction. This is in contrast to an
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approach where the search is performed in the flat product space of all instructions in the
pipeline. In the next section we will show how the tertiary signals can be used to decouple

decisions on instruction interaction from those that concern instructions in isolation.

4.3 Pipeframe model

Conventional test generation algorithms for sequential circuits use the ILA model and
iteratively apply test generation techniques for combinational circuits in one timeframe. In
this section we describe a different organizational model specific to pipelined processors.
This pipeframe organizational model exploits high-level knowledge about pipeline
structure that is captured with the processor model. The advantages of this approach are a

reduction of the search space and the elimination of many conflicts.

Consider the application of a conventional test generation algorithm to a pipelined
controller circuit without a datapath. Figure 4.3 shows a three-stage pipelined d@guit.
C, and C5 are combinational logic corresponding to the three pipe stages. The global
combinational logidCy sources all CPI's and all CSI's. In order not to clutter the figure,
only the CPI's sourced b§, are shown, and the CPO'’s produceddhave been omitted.
The iterative logic array model for this circuit is shown in Figure 4.4a. If PODEM is used
as the combinational test generation algorithm, the decision variables are the CPI's and the
CSI's in each timeframe. The decision space to be searched during each iteration is that of
the CSI's and CPI's. For the controller of pipelined microprocessors, the number of CSI’s
(state bits) is typically much larger than the number of CPI’s. This is because the primary

function of the controller is to decode the incoming instructions.

Taking into account that the circuit is pipelined and performs several concurrent, and to
a large extent independent, decodes, a different organization of the search, one that is
directly in terms of the CPI's, is desirable. When the global control IQjits absent, it is
easy to see how this can be accomplished. In this case, the iterative array model consists of
unconnected (horizontal) slices spanning a number of timeframes equal to the number of
pipe stages. These horizontal slices will be referred tpipsframesit can be seen that

the size of the circuit to be considered is exactly the same as that in the conventional time-
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Figure 4.3: Pipelined controller

frame based search, although the depth is greater. However, in the new approach conflicts

due to invalid (unreachable) states cannot arise as decisions are made only on the CPI’s.

In general, there is interaction between pipestages through the global combinational
logic Cy. To organize the search by pipeframe, the tertiary sig@al§, i = 1, ... 3 need
to be included as decision variables. The iterative array is partitioned into pipeframes by
cutting the tertiary signals, as shown in Figure 4.4b. A complication is that a pipeframe
directly interacts with a number of other pipeframes via shared primary inputs and via the
tertiary signals feeding the pipeframe. In the conventional organization, each timeframe
depends directly only on the previous timeframe. To cope with this complication, multiple
pipeframes need to be considered simultaneously during the search. The set of pipeframes
directly relevant to pipeframe is indicated by window in the figure. The linking of
pipeframes via the tertiary signals is shown in Figure 4.5. It can be seen that the tertiary
signal CTS to pipeframei + 2 depends on CPI's and CTS’s to pipeframes+ 1 and

i + 2. (In order not to clutter the figure the indices are omitted.)

Consider g-stage pipelined controller with a total of CPI's,n, CSI's per pipestage,
and ng CTS’s per pipestage. In the usual timeframe organization, therejatep.n,
decision variables per timeframe,n, of which need justification. In our pipeframe
approach, there are; + p.nz decision variables per pipeframp,ng of which need
justification. Our approach is targeted at the circuits wi§lx< n,. For such circuits the
following can be observed:

» The size of the search space in the pipeframe organization is significantly smaller

than that in the usual timeframe organization. For example in the DLX
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Figure 4.5: Composite circuit dealt with in pipeframe organization

implementation that will be discussed in Section 4.8, there are 95 CSlI's per
timeframe but only 43 CTS'’s per pipeframe. The size of the circuit to be dealt with

in the pipeframe organization is comparable to that in the conventional
organization, although its depth is greater. This can be seen in Figure 4.5.

» For some pipelined controllers the pipeframe approach does not reduce the search

space. This is the case when GRf@pends on C§{); (referring to Figure 1) for

every pipestage. Circuits in which every pipe stage can be stalled exhibit this
property. For such circuits, all CSI's are also CTS’s, the pipeframe approach

reduces to the usual timeframe approach.

4.4  Test generation algorithm

In this section we give an overview of our high-level test generation algorithm for design
verification of pipelined microprocessors. It is targeted at localized errors in the datapath,
such as the SSL and CSSL errors described in Chapter 3. The algorithm follows the
iterative pipeframe organization described in the previous section and decomposes the test
generation problem into three subproblems:

» P;: path selection in the datapath,

» P, value selection in the datapath, and

» Pj3:justification of control signals in the controller.

The procedures that sol\®,, P,, andP3; are DPTRACE DPRELAX andCTRLJUST

respectively. The interaction of the three subproblems is illustrated in Figure 4.6. A
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flowchart of the overall algorithm is presented in Figure 4.7. The overall algoiiGiis

built on top of the directed searctfCTRLJUST for solving P;. DPTRACE selects
justification and propagation paths in the datapath for activating and exposing the error.
Part of the solution produced IBPTRACHS a set of objectivess(v), wheresis a CTRL

signal andv 0 {0, 1}. These objectives are used to guide the search performebQy

DPRELAXuses discrete relaxation to determine appropriate data values.

DPTRACE computes an initial path selection and the corresponding set of path
objectives. CTRLJUSTmakes decisions on the CPI, CTS and STS signals, guided by the
path objectives. These decisions are implied on three fronts. First, they are implied in the
controller where they affect the CPO, CTS and CTRL signals. SedaR@iRACEchecks
whether the updated CTRL signals are consistent with the current set of justification and
propagation paths in the datapath. If there is consistency, no further action is required.
Otherwise DPTRACEcomputes a new set of justification and propagation paths, taking
into account the current values of the CTRL lines. The objectives on the CTRL lines are
updated accordingly. Only iDPTRACE fails to derive a set of justification and
propagation paths wiDPTRACEcauseT G to backtrack. The third aspect of implication
involves invokingDPRELAXto compute data values. Failure to converge will calGeo
backtrack. If no inconsistencies arise from the implication step, we check whether the
reset state has been reached. If so, and if all objectives are satisfied, we return successfully

with a test. The three subalgorithms are described in the remainder of this section.

4.5 DPTRACE: path selection in datapath

The task of the path selection algoritHbiPTRACEIs to determine a set of justification

and propagation paths in the datapath to activate the error and expose its effect at a
primary output of the datapatPTRACEdoes not consider the values that need to be
justified and propagated. This task is delegate@RRELAX This divide-and-conquer
approach reduces the problem size significantly, but may fail to find a solution, even if the

problem is feasible.
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Figure 4.6: The three parts of the test generation algorithm and their interactions

We start by discussing the overall iterative organization of DPTRACE. We then present
a controllability / observability graph (COG) for analyzing the path selection problem.

This leads to a formulation that can be solved with a PODEM-like directed search.
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Figure 4.7: Flowchart of overall test generation algorithm
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Overall iterative organization

The overall iterative organization of DPTRACE is based on pipeframes. This organization
is illustrated in Figure 4.8 for a four-stage pipeline. Initially, only a single pipeframe, the

excitation frame, is considered when computing a set of justification paths (Figure 4.8a).
If this fails, another pipeframe is added to the COG. The process is repeated until all lines
are justified, or until a maximum number of frames has been explored. In the figure a valid
path selection is obtained after adding two pipeframes (Figure 4.8b). Next, a set of
propagation paths is computed. Again, we start with considering the excitation frame only.
If no path selection is found, but the error effect can be exposed at a DTO, another

pipeframe is added to the COG. In Figure 4.8c a complete set of paths is obtained.

Controllability/observability graph (COG)

In Lee and Patel’'s work [Lee92a, Lee94], justification and propagation paths are created
by iteratively extending an instruction sequence with one instruction. A new instruction is
chosen to minimize the remaining justification effort. This choice is among the

instructions in the ISA.

In our work, decisions are made at a finer grain during path selection. Justification and
propagation paths are created by setting individual CTRL signals. During the path
selection phase, we wish to determine a partial assignment to the CTRL signals so that the
error can be activated, and its effect can be propagated to a primary data output, by
applying appropriate values to the data primary inputs. As in Lee and Patel’'s work, path

selection is aimed at avoiding conflicts during the subsequent value selection phase.

Conflicts during value selection arise when constraints corresponding to the modules
and interconnection are violated. We can distinguish four classes of basic datapath
modulesADD, AND, MUX, andrFAN. More complex modules such asu’s are modeled as
a composition of simpler high-level modules, such as word-gates, adders, multiplexers,

etc.
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We define a controllability / observability graph (COG) for a sequence of pipeframes in
the ILA of the datapath. Its nodes correspond to modules in the datapath, nets in the
datapath with multiple fanout, primary inputs and outputs, tertiary inputs and outputs,
control and status signals; its edges correspond to pairs of connected ports (module
terminals) in the datapth. Note that in the ILA all (pipeline) registers have been eliminated.
The boundaries of the ILA are formed by nodes corresponding to DPI, DPO, CTRL, STS
signals, exterior CTI (driven by a pipeframe not in the sequence considered), and exterior

CTO signals (sourced by pipeframes not part of the sequence considered only).

Modules in theaDD class have one data output, and one or more data inputs. They have
the property that the output can be justified (to an arbitrary value) by controlling only a
single input, i.e., regardless of the values of the other inputs, the controlled input can be
assigned a value that will justify the output. Also, if the output is observable then every
input is observable as well. Modules in this class include the buffer, the inverter, the adder,
the subtractor, and theN)orR word gate. Predicate modules, which take twbit inputs
A andB and produce a single-bit outp¥t= A <op> B, where op> [0 {=, %, <, £, >, 2,
ADDOVF, SUBOVH, are also in theaDD class for the controllability analysis. For the
observability analysis, they are in th@D class.ADDOVF and SUBOVF compute overflow

for signed addition and subtraction, respectively.

Modules in theaND class have one data output, and one or more data inputs. In order to
justify the output (to an arbitrary value) all inputs need to be controlled. To observe an
input, the output needs to be observable and all side inputs need to be controlled. Modules

in this class include word gates suchn@KD, (N)OR, andsHIFT modules.

Modules in themux class have one data output, one or more data inputs, and one or
more control inputs. The control inputs determine which data input is selected. In order to
justify the output, the control inputs need to be assigned and the selected data input needs
to be controlled; the other data inputs are frée order to observe a data input, the output

needs to be observable, and the control inputs need to be assigned such that the requested

1. DPRELAX requires that select signals to multiplexers are set. Hence DPTRACE does not
consider justification of the output of a multiplexer by controlling all data-inputs and leaving the
select input unassigned.
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data input is selected. This class contains modules such as multiplexers and tristate

buffers.

FAN nodes correspond to nets in the datapath that have multiple fanouts, and are the
only type of node in the graph that have more than one outgoing edeel Aode has one
incoming edge corresponding to the module driving the net, and outgoing edges to each
module that sources the neaN nodes have the property that only one fanout can be
justified by controlling the stem. Conflicts will arise if we attempt to use a stem for
different simultaneous justification problems, unless all problems request the same value
on the stem, but the concrete values are not known during path selection. Therefore, we
associate a so-callegO-selectvariable withFAN nodes to reflect this constraint. This
variable indicates which outgoing edge ‘uses’ the incoming edge for its justification, and
assumes values from {1,..n, u}, wheren is the number of outgoing edges, amdtands

for unassigned.

Note that because this analysis does not take into account the concrete values that need
to be justified, it is an approximation. Consider for example the predicate module
Y =A<B, which we classified as anDD-class module becausé can be justified by
controlling just a single input. However, there is a singular case in whieli cannot be

justified by controlling onlyA, namely forB equal to the largest positive value.

Given a COG, and aompleteassignment to its CTRL and FO-select variables ({no
values), we can easily identify potential conflicts when trying to activate an error site and
propagating the error effect. First, traverse the COG forwards in levelized order, starting
with the primary inputs, and compute the controllability of each edge, using the properties
discussed above. If the error site is controlled, we should be able to activate the error
during value selection, otherwise conflicts are likely. Next, traverse the COG backwards in
levelized order, and compute the observability of each edge. If the error site is determined
to be both controllable and observable, we should be able to activate the error and

propagate its effect to a primary output, otherwise conflicts are likely.

The path selection problem is that of findingartial assignment to the CTRL variables
and the FO-select variables of the COG, such that the error site can be controlled and

observed. A PODEM-like search with the CTRL and FO-select variables as decision
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variables is a good starting point for an algorithm. To make the search efficient, conflicts
need to be identified as early as possible. In other words, we need to foresee conflicts that
may arise when trying to activate the error and expose its effect for the given partial
assignment to the CTRL variables. For this purpose, we have developed the following

system:

We attribute to an edge in the COG a symbolic value that encodes controllability
information. The attributeC-state assumes values from the s€i{C2, C3, C4}. The
interpretation is as follows:

» C4. TheC-state of edges that aoentrolledis C4. That is, for the current partial
assignment of CTRL and FO-select variables, the signal corresponding to such an
edge can be set to an arbitrary value by applying appropriate values to the primary
inputs. This requires that there is at least one path from a DPI to this edge, for which
the C-states of all path segments (edges) @t It also implies that all CTRL
variables in the transitive fanin of the edge are assigned.

* C3. TheC-state of edges that anet-controlleds C3. Thatis, for the current partial
assignment of CTRL and FO-select variables, the signal corresponding to such an
edge can be set to a value by applying appropriate values to the primary inputs, but
not to an arbitrary value. This also implies that all CTRL variables in the transitive
fanin of the edge are assigned.

» C2. TheC-state of edges that have unassigned decision variables in their transitive
fanin, and that can only become not-controll&8) after completing the current
partial assignment of CTRL and FO-select variableG2is

» C1. TheC-state of edges that have unassigned decision variables in their transitive
fanin, and that have the potential to become control&t) @fter completing the

current partial assignment of CTRL and FO-select variabl€X,.is

Similarly, edges in the COG are assigned symbolic values that encode observability
information. The attributeO-state assumes values from the s&l1{ O2, O3}. The

interpretation is as follows:
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Table 4.1: InitialC- andO- values

Signal C-state O-state
DPI C4 o1
external DPO Cl O3
external DTI C3 o1
DTO C1 02
CTRL N/A N/A
STS C1 02
Other Cl o1

» 03. TheO-state of edges that are observable for the current partial assignment of
CTRL and FO-select variables@3. There exists at least one sensitized path from
such an edge to a primary output.

» 0O2. TheO-state of edges that are not observabl®zs No sensitized path exists
from such an edge to a primary output.

* Ol1. The O-state of edges that have the potential to become observable after

completing the partial assignment to the decision variabl€¥,.is

Using these value systems, we can formally state the relationship between
controllability and observability information of the incoming edges of a node and that of
the outgoing edges. We present propagation tables for a representative of each class of
modules in Figure 4.9; the bottom two tables are for a net with stanmd two fanoutyl

andy2. TheC- andO-state of terminal nodes are initialized as shown in Table 4.1.

Consider the datapath shown in Figure 4.6; the corresponding COG is shown in
Figure 4.10. The goal is to control edgd2-nl13. So far all CTRL variables are still
unassigned and one FOselect variable, that associatedh@yitias been set (to 3). As a
result of this decision, edge8—nl12 is controlled, whereas8—n9 andn8-nl10 are not-
controlled. Note that th€3 state 0fn8—nl10 propagates ta10-n1l. TheC2 value on
n10-nll will avoid setting CTRL variabl@5 to 1, which may lead to a conflict during
value selection. It can be seen that the current state is consistent with the propagation

tables of Figure 4.9.
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Figure 4.9.C- andO-propagation tables
Formulation

A path selection in COG consists of an assignment ofdfstate andD-state of all edges,

and of the CTRL signals to the pipeframe. A path selection is valid if it is consistent with
the C- andO- propagation tables of all nodes. Given a localized error in the datapath, the
path selection problem is that of finding a valid path selection such that the edge

associated with the error is both controllalild)and observablédgd).
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Figure 4.10: Path selection usi@gvalues

Path selections in which th€-state of CTI edges is set t€4 require further
justification. Similarly, path selections in which tii&state of CTO edges is set (03

require further propagation.

In general, consider a set of edges, called IHeontier, whoseC-state needs to be
justified toC3 or C4. Also given is a set of edges, called &drontier, which contains the
error effect. At least one line in tHe-frontier needs to be made observalid3). The path
selection problem is as follows: Given the followingJdrontier = {(e, cg) | i=1...n}
whereg is an data-edge, antg O {C3, C4}; an E-frontier! = {g | i=1...m}; a partial
assignment to the CTRL variables; determine a partial assignment to the decision
variables such that thé-state of every line in the J-frontier is justified to the specified

value, and th@®©-state of at least one line in the E-frontier is justifie®30

Directed search algorithm

The path selection problem can be solved using a directed search similar to PODEM
[Goel81, Abra90]. Pseudocode for PODEM is shown in Figure 4.11. The adaptation of

1. In design verification we use the teemnor to differentiate from the terfiault used in
physical fault testing; hendefrontier instead oD-frontier.
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PODEM()
1. if (goal satisfied) {
1.1 return SUCCESS
2. }
3. if (goal infeasible) {
3.1 return FAILURE
4, }
5. obj — Select next objective ()
6. decision~ Backtrace(obj)
7. Imply( dec)
8. if (PODEM() = SUCCESS) {
8.1 return SUCCESS
9. Undo implications of decision
10. while (untried alternatives to decision exists) {
10.1 dec « Select untried alternative (decision)
10.2 Imply( dec)
10.3 if (PODEM() = SUCCESS) {
10.3.1 return SUCCESS
10.4 }
11. }

12. return FAILURE

Figure 4.11: Directed search PODEM

PODEM involves appropriate definition of 1) decision variables, 2) implication procedure,

3) backtrace procedure, and 4) consistency checking.

Decision variables.The decision variables in the path selection problem are:

» CTRL variables, which are associated with the CTRL signals, assume values from
{0, 1, u}.

* FO-select variables, which are associated with multiple-fanout nodes, indicate
which outgoing edge uses the incoming edge for its justification. These variables

assume values from {1,..n, u}, wheren is the number of outgoing edges.

Implication procedure. After a decision variable has been assigned, the implications
of that decision have to be computed. This is done by an event-driven forward traversal of
COG to computeC-values, and a similar backward-traversal of the COG to compute
values. The rules are those presented earlier in Figure 4.9. Decisions involving CTRL
variables are also impliefiinctionally For each pipeframe a predicate is kept that is the

conjunction of the assignments made to the CTRL variables so far. The support of the
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BacktraceAdd( port, obj)

1. nextObj — obj

2. switch( obj) {

2.1 C3: nextPort— Select inPort with cState in {C1,C2}

2.2 C4: nextPort— Select lowest cost inPort with cState=C1
2.3 0O3:if ( oState(outPort)=01) {

2.3.01 nextPort— outPort

2.3.1

2.4 else{ /* oState(outPort)=03 */

24.1.1 nextPort— Select side input with cState in {C1,C2}
2.4.1.2 nextObj— C3

2.4.2 }

3. }

4. decision — BacktraceNet( nextPort, nextObj)

5. return decision

BacktraceAnd( port, obj)

1. nextObj — obj

2. switch( obj) {

2.1 C3: nextPort— Select inPort with cState in {C1,C2}

2.2 C4: nextPort— Select highest cost inPort with cState=C1

2.3 0O3:if ( oState(outPort)=01) {

2.3.01 nextPort— outPort

2.3.1 }

2.3.2 else{ /* oState(outPort)=03 */

2.3.2.1 nextPort— Select highest cost side input with
cState=C1

2.3.2.2 nextObj— C4

2.3.3 }

3. }

4. decision — BacktraceNet( nextPort, nextObj)

5. return decision

Figure 4.12: Backtrace rules for path selectiwD, AND

predicate is the CPI, CTl and STS signals. Functional implication of a decision involving a
CTRL variable involves updating the predicate to reflect the additional assignment. If the
updated predicate is false, the search will backtrack. These predicates, one for each
pipeframe, constitute the path objectives that DPTRACE returns upon success, and which
are used by CTRLJUST to direct its search.

Backtrace procedure.Backtracing is a heuristic procedure that takes an objective, in

our case a pair consisting of an edge and a degsredr O- value, and produces an
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BacktraceFan( port, obj)

1. switch (obj) {

1.1 C3:if (cState(fanin) in {C1,C2}) {

1.1.0.1 decision— BacktraceModule (fanin, obj)
1.1.1

1.1.2 else{ /* FOselect unassigned */

1.1.2.1 decision— (FOSel,port)

1.1.3 }

1.2 C4.:if (FOselect unassigned) {

1.23.1 decision— Select port

1.2.4 }

1.25 else{

1251 decision—~ BacktraceModule( fanin, obj)
1.3 03: fanOut — lowest cost fanout with oState = O1
1.3.6 decision~ BacktraceModule (fanout, obj);
2. }

3. return decision

BacktraceMux( port, obj )

1. if (all selects determined ) {

1.1 switch (obj) {

1.1.1 C3,C4: decision— BactraceNet( selected inPort, obj)
1.1.2 03: decision— BactraceNet( outPort, obj)

1.2 }

2. }

3. else{

3.1 switch (obj) {

3.1.1 C3: inPort—~ Select selectable input with smallest cost
3.1.2 C4: inPort—~ Select lowest cost slectable input with cState in {C1,C4}
3.1.3 03: inPort~ port

3.2 }

3.3 decision — assign select signal to select inPort

4, }

5. return decision

Figure 4.13: Backtrace rules for path selectmm, Mux

assignment to a decision variable that is likely to help achieve the objective. Figure 4.12
and Figure 4.13 present a set of mutually recursive backtrace procedures. Backtracing is
guided byCcostsand Ocoststhat are discussed below. The procedure for backtracing
through a net, BacktraceFan in Figure 4.13, shows how decisions involving a FO-select
variable are created. The procedure for backtracing through a multiplexer, BacktraceMux

in Figure 4.13, shows how decisions involving a CTRL variables originate.
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Objective selectionInitially there are two objectives: 1) to control the error site, and 2)
to make the error site observable. As the search progresses, more lines (tertiary signals)

may need justification and the error effect may be observable at multiple sites.

Feasibility checks.After the implication phase we need to check if the current partial
path selection can still be augmented to satisfy the goals. Such an augmentation is no more
feasible if theC-state of a line in tha-frontier is violated or if theE-frontier has become

empty.

Controllability and observability measures. Search algorithms such as PODEM
exhibit freedom as to the order of the decision variables and the order in which alternative
values are tried. The way in which this freedom is used can significantly affect the
execution time of the search. The following principles are commonly used [Abra90,
Goel81]:

* Among a set of unsolved subproblems, first attack the hardest one.

* Among a set of potential solutions to a problem, first try the easiest one.

To implement these principles, metrics to gauge the difficulty of problems and
alternative solutions are required. The subproblems in path selection consist of justifying
(controlling) edges in the COG. Alternative solutions arise not only during justification but
also during error effect propagation. The SCOAP measures [Gold79] are widely used for
analyzing the controllability and observability of a node in gate-level designs. We have

adapted these metrics for the path selection problem.

The Ccostof an edge estimates the difficulty of controlling the edge. Tuestis
computed by traversing the nodes of the COG forwards in level order, starting with the
primary inputs. The expressions for tleostof the outgoing edges in terms of these of
the incoming edges are given in Table 4.2. Similarly, the difficulty of observing an edge is
measured by th®cost These measures are computed by traversing the nodes of the COG
backwards in level order, starting with the primary outputs. Again the expressions are

given in Table 4.2.
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Table 4.2: Computation of controllability and observability measures for a node with
incoming edgesg; ...X,, and outgoing edges...y,

Type Ccost(y) Ocost(x)

DPI 1 N/A

DPO N/A 0

DTI constanf N/A

DTO N/A constanj

CTRL constant N/A

STS N/A MAXINT

ADD 1+ min{Ccos{x) |i =1...m} 1 + Ocosty,)

AND 1+ X {Ccostx)|i=1..m} 1+ Ocosty,) +Z {Ccostx;) |i Zj, i =1..m}
MUX 1 + min{Ccos{x) |i = 1...m} 1 + Ocosty,)

FAN Ccostxy) min{Ocosty;) | = 1...n}

4.6 DPRELAX: value selection in datapath

The task of the value selection algorithm is to determine DPI values that expose the error
effect and justify any STS signals assigned ®YRLJUST As in path selection, the

problem is solved on a per pipeframe basis.

More precisely, the value selection problem for a single pipeframe is as follows: Given
a partial assignment to the CTRL, DPI, and DTI signals, and a s&t of pairs that need
to be justified, wheresis a STS or DTO signal, andis an integer value, determine a
partial assignment to the DPI and DTI signals that exposes the error effect at a DPO or

DTO and justifies every givess, ).

This problem can be formulated as that of finding a solution to a system of non-linear
equations [Lee92b]. For special cases, such as that of datapaths containing only linear
modules, efficient deterministic methods can be devised to solve the system. However
such techniques are not applicable to the non-linear systems that result in most practical
cases. Lee and Patel [Lee92b] suggested the use of discrete relaxation in the context of
high-level test generation for physical fault testing. The main advantages of this technique
are its simplicity and its ability to deal with any type of combinational datapath modules.

A disadvantage is that it is not a complete method: it cannot prove that the system has no
solutions, and may fail to find a solution even if one exists. A key observation is that

during path selection, appropriate justification and propagation paths are selected so that
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the system to be solved during value selection is likely to be underdetermined, in which

case discrete relaxation is likely to converge quickly.

In our discrete relaxation algorithm, each net in the datapath is characterized by two
pairs of variables, one corresponding to the error-free circuit, the other to the erroneous
circuit. Each pair consists of an integer in the range specified by the bit-width of the net,
and a type which is in the rangefassigneddeterminedfixed. The algorithm iteratively
re-evaluates the modules in the circuit until a consistent assignment is obtained or until a
maximum iteration count is exceeded. The mechanism is event-driven. Events, associated
with the terminals of a net, are triggered when the value of that net is changed. An event is
processed by re-evaluating the module to which the corresponding terminal belongs. If the
current values of the nets connected to the module are consistent with the module’s
functionality, no further action is required. Otherwise the values of one or more nets
connected to the module are changed in order to make them consistent. New events are
generated for all terminals (except those belonging to the module that is being processed)

of the nets whose value has been changed.

The choice of which net to update and what value to assign can, in principal, be random,
but it strongly influences convergence. We implemented a number of heuristics whose

goal is to try to exercise all possible modes of event propagation and to aid convergence.

4.7 CTRLJUST: CTRL line value justification

DPTRACE computes a set of paths to activate and propagate the error in the datapath;
during this process values are assigned to some CTRL lines. These assignments, which
may involve multiple time frames, need to be justified by CTRLIJUST. The CTRL line
value justification problem is that of finding an input sequence that, when applied to the
circuit, and starting from its reset state, makes the controller produce the desired values on
the CTRL lines.

We are only concerned with errors in the datapath, and assume that the error effects do

not propagate through the controller. Hence, CTRLJUST is concerned with the error-free
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controller only. The CTRL line value justification problem is related to the state

justification problem in conventional sequential ATPG.

Approach

We propose a PODEM-like search to solve the justification problem. In our approach,
however, the decision variables are the CPI, CTS, and STS signals. Decisions on CTS
signals need further justification. Decisions on STS signals need to be justified by
DPRELAX. This is in contrast to conventional approaches where decisions are made on
the primary andsecondarysignals. Our approach can be viewed as a middle ground
between two extremes. At one end of the spectrum are iterative methods that process
strictly a single timeframe at a time. At the other end of the spectrum, is FASTEST

[Kels93], which is not iterative and does not require intermediate justification.

An example of a method of the first type is to apply PODEM iteratively in a single
timeframe. This is one of the techniques HITEC [Nier91b] uses for state justification. This
allows for a fairly efficient search for a predecessor state. However, if the selected
predecessor is not reachable from the reset state, or if it requires a very long transfer
sequence, this approach may suffer. This difficulty stems from the locality of the decision
process: decisions concerning one timeframe are made without considering their

dependencies on signals in the previous timeframe.

FASTEST [Kels93] is at the other end of the spectrum. FASTEST first computes an
estimate of the number of time frames required to activate and propagate the fault; it then
directly applies PODEM to an ILA of the estimated length. Consequently, no decisions
need justification. If the estimated length is accurate, the ability to use information
spanning more than one timeframe may lead to a more efficient search. A weakness of this
approach is that the decision space may become very large, which may lead to a large

amount of backtracking.

Our approach uses information spanning more than one timeframe, but is also iterative.
Furthermore for the designs that we target, the number of decision variables that need

justification is smaller than in the conventional iterative approach.
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A complication of our approach is that tertiary signals, which are the decision variables
that need justification, directly depend on primary and tertiary signals in more than just the

previous timeframe. We elaborate on this next.

Transition system

In the conventional, timeframe-based organization the secondary signals define the
partition on the ILA. This corresponds to the conventional FSM view of the circuit. In the
pipeframe organization, the tertiary signals define the partition on the ILA. The transition

system corresponding to this organization can be derived as follows.

Consider the FSM viewM (1,0, S §, A, §,) of a pipelined sequential circuit, where
is the input spaceQ is the output spac®, s the state sgace, are the next-state

functions,A are the output functions, afg s the reset state.

Referring to Figure 4.2, the state registersMbf  are partitioned according to the pipe
stage they belongtd® = §xS,x...xS§,_; ,where isthe number of pipeline stages.
The complete state is composed of components from every stage (except for the last
stagen, which does not contain any pipeline registers)= (s, S,, ..., Sy_1) . The
component next-state functions are:

0,:Sxl - S:s" =9(s X,wherei =1,...,n-1.

Let U be the space of the tertiary signals. The next-state functions can be expressed in
terms of the tertiary signals as follows:

Vi:S_1xUxl - S§:s" =vyi(s_q U X),wherei = 2,...,n-1.

yi-Uxl - S0 = y,(u, X)

p:Sx 1 - U:u=p(s X
Note how the pipeline structure is expose(:  directly depends only on compgngnt

of s. Let § denotes, in timeframe ,thesﬁ = sitJ'1

)
S = Vi(Stj, ut_l, xt_l),wherei =2 ..,n=-1

_ t—1 t—1
S, = y(u X

t t t
P(Sy -y Sq_1 X)

c
I
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t t t t
Yy = A(Sy -y Sy X)

We can iteratively eliminate aff , starting wish

S5 = Yoy (U5 X TA), U T X T,

S = Vi(Sf:i Ut_l, xt_l),wherei =3,..,n=-1

u' = p(yl(ut_l, xt_l), ...,stn_l, xt)

yt = )\(yl(ut_l, xt_l), ...,sf]_l, X
Finally we obtain:

u' = Lp(ut_l, TR ...,xt_n+1) (4.1)

yt = K(ut,...,ut_n+1, xt,...,xt_n+1) (4.2)

We define an extended pipestate = (u',...,u" " "1 x, ..., x""*Y  asacubein the
spaceU"x 1" . Letws, = (Ury ..., upy " 5 X ..o X2 ") be the reset pipestate. The

pipestate justification problem is to find an input sequence that brings the machine from

the reset state into the desired pipestate.

Equation 4.1 is illustrated in Figure 4.14b for the three-stage pipelined circuit shown in
Figure 4.14a. The co-domains of the transition functions for tertiary signals (Equation 4.1)
span multiple timeframes. To justify assignment to signals in timeframe , assignments to
primary signals in timeframeg,...,t—n+1 and to tertiary signals in timeframes

t—1,...,t—n+ 1 may be required.

Algorithm

Pseudo-code for the overall algorithm TG is presented in Figure 4.15. TG is built on top of
the directed search CTRLJUST. In fact, what is left of TG after dropping steps 2, 3.3, and
3.4 is CTRLJUST. DPTRACE selects justification and propagation paths in the datapath
for activating and exposing the error, and thereby produces path objectives, which are
partial assignments to the CTRL lines. These path objectives are used to guide the search
performed by TG. DPRELAX uses discrete relaxation to determine appropriate data

values.
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Figure 4.14: Pipelined controller: a) circuit b) pipeframe-based transition system

DPTRACE computes an initial path selection and corresponding set of path objectives
(step 2). CTRLIUST makes decisions on CPI, CTS and STS signals (step 3.8.9.2), guided
by the objectives (step 3.8.9.1). These decisions are implied on three fronts. First, they are
implied in the controller (step 3.2) where they affect the CPO, CTO and CTRL signals.
Second, DPTRACE checks whether the updated CTRL signals are consistent with the
current set of justification and propagation paths in the datapath (step 3.3). If there is
consistency, no further action is required. Otherwise DPTRACE computes a new set of
justification and propagation paths, taking into account the current state of the CTRL
lines. The objectives on the CTRL lines are updated accordingly. Only if DPTRACE fails
to derive a set of justification and propagation paths will DPTRACE cause TG to
backtrack. The third aspect of implication involves invoking DPRELAX (step 3.4) to
compute data values. Failure to converge will cause TG to backtrack. Actual relaxation is
only performed if the path objectives are completely satisfied, that is, all required CTRL
assignments have been justified in terms of CPIl and CTS signals. Otherwise, DPRELAX

returns with an undetermined status (neither success nor failure). Steps 3.6.1-3.6.4 are the



111

TG
1. status— UNDETERMINED
2. DPTRACE /* derive initial path objectives */
3. while ( status =UNDETERMINED) {
3.1 [* imply */
3.2 ctriStatus— CTRLIUST:Imply()
3.3 pathStatus- DPTRACE()
34 valueStatus- DPRELAX()
3.5 status— Status(ctrlStatus, pathStatus, valueStatus)
3.6 if (status =CONFLICT) {
3.6.1 Undolmplications(currentDecision)
3.6.2 status— UNDETERMINED
3.6.3 while (NoUntriedValuesLeft(currentDecision)) {
3.6.3.1 Undolmplications(currentDecision)
3.6.3.2 if (DecisionStackEmpty) {
3.6.3.21 status- FAILURE
3.6.3.2.2 break /* out of inner while */
3.6.3.3 }
3.6.3.4 else{
3.6.34.1 currentDecision Pop(decisionStack)
3.6.35 }
3.6.4 }
3.6.5 if (status =UNDETERMINED) {
3.6.5.1 SelectNextUntried(currentDecision )
3.6.6 }
3.7 }
3.8 else{ /* status =UNDETERMINED */
3.8.7 if (reset state reached and all objectives satisfied) {
3.8.7.1 status- SUCCESS
3.8.8 }
3.8.9 else{
3.8.9.1 currentObjective- SelectObjective()
3.8.9.2 currentDecisior- BackTrace(currentObjective)
3.8.9.3 Push(currentDecision, decisionStack)
3.8.10 }
3.9 }
4, }

Figure 4.15: Overall test generation algorithm

usual actions for backtracking. Step 3.8.7 checks whether the reset state has been reached.

If so, and if all objectives are satisfied, we return successfully with a test.

To prevent the generation of cycles during justification, we check that the pipestate is

not covered by the pipestates encountered in the current sequence.
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4.8 Experiments

Test generator implementation

We have built a prototype implementation of the proposed test generation algorithm. The
inputs to the test generator are 1) a high-level structural description of the datapath, 2) a
synthesizable Verilog description of the controller, 3) an attribute file that identifies signals
in the controller according to our pipeframe model, 4) a list of bus SSL errors in the

datapath to target, 5) a BDD variable order.

During preprocessing of the controller, the next state and output functions are derived.
These are internally represented by ordered binary decision diagrams (BDD’s) [Brya86].
We use CUBDD, a BDD package from Colorado University [Some97] that is included in
the VIS distribution [Bray96]. Subsequently, the secondary variables are eliminated and
expressions for the CTRL and CTO signals in terms of CPI, CTS and STS signals are
derived (See Equations 4.1 and 4.2).

Test vehicle

We use a version of the DLX microprocessor [Henn90] as a test vehicle. This
implementation was studied earlier in Chapter 2 (DLX1 in Table 2.1 and Table 2.4), and
Chapter 3, Section 3.8. This design implements 44 instructions, has a five-stage pipeline,
static and dynamic branch prediction logic, and consists of 1552 lines of structural Verilog
code, excluding the models for library modules such as adders and register-files, and not
counting blank and comment lines. For the purpose of test generation we disabled the
dynamic branch predication. A simplified schematic showing the data-control dichotomy
is presented in Figure 4.16. Architectural state elements, such as register file (RF),
instruction memory (IMEM), data memory (DMEM), interrupt address register (IAR), are
modeled as primary inputs and outputs. Registers that are clocked each cycle are

represented by lightly shaded boxes; those that have a hold-function are represented by
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Figure 4.16: Simplified schematic of DLX implementation
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darker boxes. Squashing logic is represented by hashed boxes; in this design the actual
logic consists of amaND gate. The diagram also exposes the tertiary signals in the
controller. These are the stall signals (to registers with a hold function), the squash signals
(see squash logic), and the registers with a hold function. This design has three STS
signals, which are also shown in the figutet(zerq ovf); the generation of the CTRL
signals is not shown. The controller has 95 bits of state; the number of tertiary signals in
the controller is 43. The pipeframe organization reduces the number of decision variables
that need justification from 95 to 43 compared to the conventional timeframe organization.
The datapath has 512 bits of state, not including those in the register file. The high-level
model of the datapath consists of 100 combinational modules. Counts for each of the
signal types defined by our model are given in Table 4.3. Note that most data signals

(Dxx) have a bit-width greater than one, whereas control signals are single-bit signals.

We targeted our test generation system at all bus single stuck line (bus SSL) errors
[Bhat85] in the decode, execute, memory and write-back stages of the datapath. Short-cuts
in the implementation of the test generator have resulted in the inability to handle errors
related to the program counter PC. These errors are mainly located in the fetch stage and
are not considered in the experiments. Although our test generation algorithm can be used
in conjunction with other error models, such as CSSL1, the bus SSL model was chosen for
these initial experiments because it defines a number of error instances linear in the size of
the circuit. The results are summarized in Table 4.4. A total of 316 errors were targeted;
test generation succeeded for 87% of these errors. Typical sequences consist of slightly
more than 11 cycles: 6 cycles to reset the machine followed by one or more non-trivial
instructions, followed by 4 cycles. The overall algorithm performed only 50 backtracks for
the successfully detected errors. Analysis of the 42 aborted errors showed that 8 of them
are undetectable, 2 failed because the maximum number of backtracks in DPTRACE was
exceeded, 14 errors require a non-sequential instruction stream (branches). The remaining
18 errors require error propagation through STS signals, which is not yet supported. The
current implementation does not use error simulation, and much re-use of work by the
algorithm has not yet been exploited. Therefore, we can expect that run times will

significantly improve as these issues are addressed.
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Table 4.3: Model parameters of DLX design

Parameter Value
No. of DPI's 6
No. of DPO’s 9
No. of DSI's/DSO’s 16
No. of DTI's/DTO’s 15
No. of CPI's 32
No. of CPO’s 0
No. of CSI's/CSO’s 95
No. of CTS's/CTO'’s 43
No. of STS signals 3
No. of CTRL signals 103
No. of comb. datapath modules 100

Table 4.4: High-level test generation for bus-SSL errors in DLX implementation

Parameter Value
No. of errors 316
No. of errors detected 274
No. of errors aborted 42
Coverage 0.8671
No. of backtracks (detected errors only) 50
CPU time [minutes] 17

Table 4.5: Gate-level test generation for standard SSL errors using HITEC

Parameter Value
No. of errors 385
No. of errors detected 278
No. of redundant errors 14
No. of errors aborted 93
Coverage 0.7221
Efficiency 0.7493
CPU time [minutes] 46

Table 4.6: Comparison of high-level and gate-level test generation for DLX

Parameter HITEC Our method Manual
Total no. vectors 207 2,893 11,937
Total no. of errors 385 385 385
No. of errors detected 278 332 355
No. of errors not detected 93 53 30

Coverage 0.7221 0.8623 0.9221
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To put our results in perspective, we also investigated gate-level test generation for this
design. We synthesized a gate-level implementation, containing 10,117 gates and 640 flip-
flops, for the same DLX version using Synopsys Design Compiler [Syn97]. For each bus
SSL error in the high-level design, we selected SSL errors corresponding to bits 0, 15, 16
and 31. For some of the signals in the high-level design we were not able to identify
corresponding signals in the gate-level design. We used HITEC [Nier91b] to generate
tests; two passes with progressive time-out and abort-limits were run; the results are
summarized in Table 4.5. The number of SSL errors in this table is after error collapsing,
which is not the case for the number of bus SSL errors reported. Analysis of the gate-level
test generation results revealed that HITEC has great difficulty generating tests for errors
that require a sequence of instructions with register dependencies. Gate-level test
generation succeeded for only one of a total of 14 forwarding paths, whereas our method
generated tests for errors associated with 9 forwarding paths (2 paths are redundant, and 2
more require branches to exercise them). For further comparison, we error-simulated the
test sequences obtained with our high-level test generator for the standard SSL errors.
Note that these tests were targeted at bus SSL errors. The results are summarized in
Table 4.6. As can be seen from the table, our method compares favorably with HITEC.
Our test generator does not perform error simulation after generating a test sequence for
an error; this explains why our method generated an order of magnitude more vectors than
HIITEC. Finally, we also computed the SSL coverage obtained by a set of manually
generated focussed tests. Again, these tests were not targeted at the SSL errors.
Considering the 14 redundant errors that HITEC identified, the focussed tests detect
95.7% of the detectable errors. The lower coverage achieved by the test set generated

using our method is primarily due to the absence of branch and jump instructions.

4.9 Conclusions

Test generation for synthetic errors is similar to test generation for SSL faults in a
sequential circuit, which is known to be a very hard problem. To cope with this
complexity, we focus on a limited, but important, class of pipelined microprocessors.

Domain-specific knowledge can then be incorporated in the test generation algorithm. For
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this purpose, we have introduced a model that exposes high-level knowledge about
pipeline structure. We have developed a high-level test generation algorithm that has the
following features: 1) ‘pipeframe-based’ iterative organization, which we have shown to
reduce the decision space and avoid many conflicts; 2) integration of high-level treatment
of the datapath with fully detailed treatment of the controller; 3) separation of path and

value selection.

Our test generation experiments with a DLX implementation show that our method can
generate test sequences that achieve higher coverage than those produced by a powerful

gate-level test generator.

The current implementation of our test generation method does not implement the

following aspects:

» Error effects are not propagated through the controller. This results in failure to
detect some errors.

* Only bus-SSL errors in the datapath are targeted. Extensions to different error
models are straightforward; extensions for errors in the controller are not. This is
also a limitation of Lee and Patel’s work.

» The current implementation does not perform error simulation. Including an error

simulator will improve run times and result in smaller test sets.

The limitations of our method are as follows:

» The method is incomplete. It cannot prove errors redundant. It is common for
high-level test generators to sacrifice completeness for sake of efficiency.

» No support is provided to efficiently handle memory arrays that are not part of the
ISA. A branch target buffer is an example, and although it can be ignored during
test generation by forcing it to always ‘miss,’ this is not desirable as it makes some

errors undetectable.



CHAPTER 5
Conclusions

This chapter summarizes our contributions and suggests directions for future research.

5.1 Contributions

Functional design verification is one of the most serious bottlenecks in modern
microprocessor design. Most present-day simulation-based methods use biased-random
test generation in combination with a variety of coverage measures. A different, but
previously little studied, approach is to construct test sets targeted at specific design errors.
We have studied this approach, which involves modeling design errors and generating
functional vectors for modeled errors using methods adapted from physical fault testing

techniques.

The major contributions of this thesis are summarized below.

» A systematic method for collecting design error data.

» Design error data statistics collected from design projects at the university.

* An evaluation of the value to design verification of a number of design error
models.

* A novel class of conditional error models.

* An efficient error simulation algorithm, called CESIM, for conditional errors.

* A high-level test generation method for a class of pipelined microprocessors. Its
key features are its ‘pipeframe-based’ iterative organization, which exploits high-
level knowledge about pipeline structure, and the integration high-level treatment
of the datapath with fully detailed treatment of the controller.

* An experiment that compares our high-level test generation method with a gate-

level method.

118
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5.2 Future work

We suggest three main directions for future work; they concern 1) design error data, 2)

error models, and 3) high-level test generation.

Design error data collection

Comparison of different methods for functional design verification is difficult. In an ideal
situation, this could be accomplished by applying two competing methods to verify and
debug the same design. For a given amount of time, the preferred method is the one that
achieves the highest functional quality of the design. The latter itself is hard to quantify. A
meaningful standard would be to run a large collection of real-life workloads on the
debugged designs (obviously, running these workloads would have to require much more
time than allowed to do debug the design); functional quality would then be defined as the
fraction of correctly run workloads. It is clear that an ideal comparison requires a large
effort. Furthermore, practical verification methods are typically specific to the design

being verified.

The experiments we have described in Section 3.8 of Chapter 3 attempt to approximate
the ideal comparison. They require recording the state of the design, and the uncovered
errors, throughout the debug process of an actual design project. The competing
verification methods can then be applied to the unverified design, and the functional
guality can be more easily defined as the fraction of uncoverd actual design errors. One

problem is that the set of actual design errors would have to be kept confidential.

We suggest that during future design projects undertaken at universities design errors
are systematically recorded. Our methodology and experience with collecting design
errors, reported in Chapter 2, together with industrial experience, can serve as a good

starting point. The verification community would greatly benefit from such data.

Error modeling

We have shown that the CSSL1 error model is well suited for error-directed design

verification. However, the quadratic (in the size of the circuit) number of error instances
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limits its practical use. One way to address this, is to use the design hierarchy to define
restrictions on the basic error and condition components of CSSL1 errors. Further work is

required to study the effect of such restrictions on coverage.

High-level test generation

High-level test generation is very useful, not just in the context of our error-directed
verification approach. A test generator can also serve as a powerful debugging and
diagnosis tool. For example, a designer may suspect that a certain local behavior of part of
the design is incorrect, but he may not be sure if this behavior can actually be excited
during normal operation. A test generator could be used to generate a sequence that

excites the behavior and exposes it with respect to the ISA, if such a sequence exists.

This thesis has shown that domain-specific test generation is a promising way to handle
larger designs than those that can be handled by general methods. We have studied a class
of pipelined microprocessors. State-of-the-art microprocessors incorporate many
complicated micro-architectural features, such as, multiple pipelines (superscalar), out-of-
order completion, and register-renaming, to name just a few. A common element in these
implementations is the presence of memory arrays that are not part of the ISA
specification. Effective test generation for such designs will require the use of high-level
models for these structures that hide the underlying individual memory elements but still
allow the complete functionality to be exercised. The need for such models has also been
realized by researchers in different areas. For example, Velev et al. have recently

developed models for array memories of symbolic simulation [Vele97].

In summary, the functional design verification approach that we have developed in this
thesis has proven to be a valuable addition to the range of simulation-based methods

already available.
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APPENDIX A
Relationship between CSSL1
errors and bridging faults

An important parameter of an IC manufacturing process is the minimal allowed spacing
between metal lines. The minimal line spacing design rule guards against imperfections in
the manufacturing process that may lead to shorts between normally unconnected signals.
However, integration density is typically very sensitive to the minimal spacing rule.
Consequently, the minimal line spacing is set very close to what is achievable by process
control. Therefore, despite the minimal spacing rule, shorts are still a common
manufacturing defect. A fault model specifically targeted at these defects Isitlgeng

fault (BF) model [Abra90]. The BF model has some similarities with the CSSL1 error

model, and in this appendix we study the relationship between them.

A BF between two lines x and y is denoted byy), and causes the fanoutsoény to
assume the same value, denotedZby, y). Z(x, y) is a function that has the property that
Z(a,a) = a. Figure A.1 illustrates the concept. If there exists a combinational path between
x andy, then a BF X,y) is called afeedback bridging faulFBF), otherwiseX,y) is called
a nonfeedback bridging faufNFBF). FBF’s transform a combinational circuit into a
sequential one. In this appendix we only consider NFBF’s. This restriction is in concert

with our definition of CE’s (see Chapter 3, Section 3.2) that stipulates that the signals

_1G - _G—L
- T

a) B b) Y

Figure A.1: BF K, y): a) Fault-free circuit, b) faulty circuit
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Table A.1: Bridging functionZ(x, y)

Xy Zl Zz Z3 Z4
00 0 0 0 0
01 0 1 0 1
10 0 1 1 0
11 1 1 1 1

appearing in the condition part are not to be part of the transitive combinational fanout of

the basic error part.

If we restrict the domain and co-domain &, y) to binary values, then there are four
possible function; they are listed in Table A.1. BF's witd = Z;, andZ = Z, are the

most commonly used BF’s; they are referred to as AND BF’s, and OR BF’s, respectively.

We derive the following results:

* (% y) with Z=Z, is equivalent to the multiple CSSL1 err&i=0,y/ 0),
(y=0,x/0).

« Similarly, (x,y) with Z = Z, is equivalent to the multiple CSSL1 error£ 1,y / 1),
(y=1,x/1).

* (% y) with Z=Z3is equivalent to the signal source ergoreplaced by, but this
cannot be accurately modeled by (multiple) CSSL1 errors. Howexgy) (vith
Z = Zg dominates bothx= 0,y /0), and k= 1,y/ 1). In other words, any test that
detectsXx=0,y/0) or (x=1,y/ 1) will also detectX, y) with Z=Z5. This can be
seen as follows: To detect £ 0,y / 0), a test has to s&tto 0,y to 1 and to sensitize
y. Note that for input vectors that seto 0 andy to 1, the faulty/erroneous circuits
defined by the BF and the CSSL1 operate identically. Therefore, we conclude that
the error detection conditions fox € 0,y / 0) are identical to those for the BF. A
similar argument holds fox(= 1,y/ 1). The dominance relationship may not hold
for sequential circuits.

* (%, y) with Z=Z, dominates bothx(=0,y/0), and x=1,y/1).



124

APPENDIX B
Conditional error simulation
on ISCAS 89 benchmarks

This appendix describes an experiment, using the ISCAS’89 benchmarks, to measure
the effectiveness of our error simulation algorithm CESIM, which is presented in
Section 3.5.

We generated test sequences for SSL faults using HITEC [Nier90, Nier9la]. The
parameters that determine when to abort a fault were set as follows: the backtrack limit
was set to 10,000; the state backtrack limit was set to 10,000; the time limit per fault was
set to 2 seconds. We separately fault simulated the obtained test sequences using PROOFS
[Nier90, Nier9la]. Test generation and fault simulation were performed on a Fujitsu
HALStation/300; the results are summarized in Table B.1. We did not try to improve fault

coverage further by increasing the abort limits.

We error-simulated the same test sequences using CESIM for CSSLO and CSSL1
errors. The error list for CSSLO errors is identical to the collapsed SSL fault list from
before. The CSSL1 error list was constructed as follows. For each CSSLO error, we
considered a maximum of 500 lines to condition the error. The smaller circuits have less
than 500 lines, so every line in the circuit is considered as the condition line. This leads to
a maximum of 1000 CSSL1 errors per CSSLO error. However, some CSSL1 errors are
rejected because their condition is part of the transitive fanout of the error site. The results
of error simulation using CESIM are summarized in Table B.2. In the analysis that
follows, we exclude benchmarks for which the test sequence achieves an SSL coverage

less than 0.1.

Comparing the results of CSSLO error simulation using CESIM in Table B.2 with the
results of SSL fault simulation using PROOFS in Table B.1, we conclude the following.

Fault/error coverages for corresponding circuits are identical, as expected. We can deduce
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that CESIM is on average 4.5 times slower than PROOFS. The actual slowdown varies
between 0.3 and 7.7; for the largest benchmark it is 5.6. CESIM does not include any

optimizations that are specific to CSSLO errors.

The last two columns in Table B.2 compare error simulation for CSSL1 errors to error
simulation for CSSLO errors. We observe that the ratio of coverage of CSSL1 errors to
coverage of CSSLO varies between 0.58 and 0.94; its average is 0.76. We also computed
the ratio of CPU time per error for CSSL1 errors to CPU time per error for CSSLO errors.
This ratio attempts to measure the speedup of CESIM for CSSL1 errors compared to a
naive approach. We observe an average speedup varies between 2 and 78, its average is 34,
and for the largest benchmark a speedup of 43 was obtained. This speedup can be
displayed graphically by plotting the CPU time per test vector versus the number of errors,
as in Figure B.1 (s27 was dropped because of its size). The figure also shows least-square
fits for the data. The improved performance of our error simulation algorithm is achieved
by exploiting the close relationship between CSSL1 errors derived from the same CSSLO
error. The execution time of CSSLO error simulation with CESIM is dominated by event-
driven simulation of faulty circuits. However, when simulating for CSSL1 errors,
checking whether the condition of each CSSL1 error holds dominates the execution time.
Least-square analysis shows that the CPU time per test vector is proportional to the
number of CSSLO errors to the power 1.33. The superlinear behavior reflects that those
data points with a larger number of CSSLO errors correspond to larger circuits, and hence
the execution time of each event-driven simulation increases. For the CSSL1 execution
time we find an exponent of 1.13. The almost linear behavior is a consequence of checking
CSSL1 conditions, which is independent of the size of the circuit, dominating the

execution time.

The experiments demonstrate that error simulation with CSSL1 errors is practical for
moderately sized circuits. However, as the run time of our algorithm is linear in the
number of errors, for very large circuits the quadratic number of CSSL1 errors becomes
prohibitive. For those circuits restrictions on the general CSSL1 model may be

appropriate. For example, when deriving CSSL1 errors from a given CSSLO error, one



126

Table B.1: Test generation and fault simulation of ISCAS’89 circuits using HITEC
Detected RedundantAborted HITEC PROOFS

Circuit faults faults  faults Vectors Efficiency Coverage CPU[s] CPU[s]
s27 32 0 0 21 1.0000 1.0000 0.12 0.03
s208.1 18 146 53 12 0.7558 0.0829 164.07 0.07
5298 265 26 17 220 0.9448 0.8604 48.18 0.25
s344 321 9 12 89 0.9649 0.9386 32.38 0.15
s349 329 11 10 106 0.9714  0.9400 31.57 0.17
s382 281 2 116 881 0.7093 0.7043 267.70 1.45
s386 314 70 0 273 1.0000 0.8177 5.52 0.22
s400 331 9 86 1,228 0.7981 0.7770 215.72 1.20
s420.1 28 151 276 20 0.3934 0.0615 635.98 0.15
s444 254 16 204 316 0.5696  0.5359 777.90 0.88
s526 51 14 490 34 0.1171 0.0919 1,167.25 0.15
s526n 55 13 485 37 0.1230 0.0995 1,162.57 0.18
s641 404 63 0 203 1.0000 0.8651 3.97 0.35
s713 476 105 0 196 1.0000 0.8193 5.55 0.40
s820 811 29 10 940 0.9882 0.9541 96.17 1.52
s832 813 46 11 962 0.9874 0.9345 99.63 1.78
s838.1 48 515 368 28 0.6047 0.0516 849.52 0.40
s953 89 990 0 14 1.0000 0.0825 38.68 0.28
51196 1,239 3 0 439 1.0000 0.9976 2.95 0.80
51238 1,283 72 0 472 1.0000 0.9469 4.77 0.97
51423 578 11 926 89 0.3888 0.3815 2,100.88 0.85
51488 1,368 20 98 778 0.9341 0.9206 325.48 2.30
51494 1,447 32 27 991 0.9821 0.9608 118.78 2.93
s5378 3,146 159 1,298 894 0.7180 0.6835 2,941.93 14.68
59234 18 3,916 0 6 1.0000 0.0046 1.38 1.05
s9234.1 366 181 3,391 38 0.1389 0.0929 7,562.58 3.62
513207 557 8,218 672 76 0.9289 0.0590 2,266.77 16.08
s13207.1 858 7,583 1,148 106 0.8803 0.0895 3,475.12 28.25
515850 85 11,407 21 8 0.9982 0.0074 60.15 2.97
s$15850.1 4,374 1,229 5,920 2,493 0.4862 0.3796 16,302.12 383.82
s$35932 34,868 3,984 242 300 0.9938 0.8919 2,350.30 45.47
s38417 1,088 356 29,016 51 0.0474  0.0357 96,335.17 46.05
s38584 7,798 6,759 21,744 1,593 0.4010 0.2148 54,293.70 1,293.65
s38584.1 20,589 1,948 13,766 4,383 0.6208 0.5671 38,090.13 1,535.40

could restrict the condition signals to those signals appearing in the same hierarchical
module as the CSSLO error.
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Table B.2: Error simulation of ISCAS’89 circuits using CESIM

[CPUD

CSSLO cssL1 cover,  Hno. %

o cover, PU

Circuit  Vectors No. Coverage CPU [s] No. Coverage  CPU [g] Ono. 0,
s27 21 32 1.0000 0.01 664 0.7289 0.10 0.7289 2.08
s208.1 12 217 0.0829 0.11 44,492  0.0228 D.67 0.2750 33.66
s298 22( 308 0.8604 0.63 75,468 0.7103 7.80 0.8255 19.79
s344 8¢ 342 0.9386 0.839 114,294 0.7598 5.09 0.8095 25.61
s349 106 350 0.9400 0.82 117,484 0.7796 5.20 0.8294 20.66
s382 881 399 0.7043 5.1 130,656 0.5830 60.35 0.8278 30.44
s386 273 384 0.8177 1.80 93,060 0.6040 12.60 0.7387 25.00
s400 1,228 426  0.7770 7.07 144,628 0.6275 7M.47 0.8076 35.42
s420.1 20 455  0.0615 0.28 199,616 0.0180 .60 0.2927 34.12
s444 316 474  0.5359 3.44 175,616 0.4185 4p.15 0.7809 30.24
s526 34 555 0.0919 0.65 218,816 0.0656 y.15 0.7138 35.84
s526n 37 553 0.0995 0.69 219,166 0.0704 7.54 0.7075 36.27
s641 203 467 0.8651 1.81 349,832 0.7219 24.87 0.8345 39.46
s713 196 581 0.8193 1.89 452,256  0.6742 3p.78 0.8229 33.01
s820 94( 850 0.9541 6.80 442,758 0.6456 160.27 0.6767 20.48
s832 962 870 0.9345 6.y2 445,274 0.6355 165.86 0.6800 20.74
s838.1 2 931 0.0516 1.02 821,774 0.0158 17.72 0.3062 50.81
s953 14 1,079 0.0825 0.63 879,540 0.0321 1p.95 0.3891 39.66
51196 439 1,242 0.9976 5[/5 1,058,844  0.7483 15%1.78 0.7501 32.30
s1238 472 1,355 0.9469 749 1,140,402 0.6969 186.76 0.7360 33.75
51423 89 1,515 0.3815 544 1,287,036 0.2695 72.08 0.7064 64.12
51488 778 1,486 0.9206 10,18 1,142,374 0.6615 272.48 0.7186 28.72
s1494 991 1,506 0.9608 10,74 1,151,208 0.6993 327.06 0.7278 25.10
s5378 894 4,603 0.6835 94)80 4,517,276 0.5418 1,7563.33 0.7927 53.06
s9234 3,934 0.0046 2.11 3,850,188 0.0004 43.25 0.0870 47.75
s9234.1 38 3,938 0.0929 21{70 3,854,738 0.0490 147.79 0.5274 143.73
s13207 76 9,447  0.0590 77)66 9,325,456 0.0132 638.82 0.2237 120.00
s13207.1 106 9,589 0.0895 115/96 9,453,928 0.0363 1,167.80 0.4056 97.90
515850 11,513 0.0074 1192 11,197,872 0.0021 1%1.72 0.2838 76.42
s15850.1 2,493 11,523 0.3796 2735.14 11,186,886 0.2574 33,994.54 0.6781 78.11
$35932 300 39,094 0.8919 170}70 38,708,548 0.8400 4,541.98 0.9418 37.21
s38417 51 30,460 0.0357 249|88 30,222,794 0.0109 1,981.77 0.3053 125.11
s38584 1,598 36,301 0.2148 6233.05 36,124,976 0.1244 122,142.85 0.5791 50.78
s38584.1 4,383 36,303 0.5671 8,656.32 36,124,758 0.4423 199,8346.07 0.7799 43.21
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Figure B.1: Run time analysis of CESIM on ISCAS’89 benchmarks
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