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LIMITS OF PARALLELISM AND
BOOSTING IN DIM SILICON

...................................................................................................................................................................................................................

THE AUTHORS INVESTIGATE THE LIMIT OF VOLTAGE SCALING TOGETHER WITH TASK

PARALLELIZATION TO MAINTAIN TASK-COMPLETION LATENCY WHILE REDUCING ENERGY

CONSUMPTION. THEY EXAMINE IMPROVEMENTS IN ENERGY EFFICIENCY AND PARALLEL-

ISM DUE TO QUICKLY BOOSTING A CORE’S OPERATING VOLTAGE. WHEN ACCOUNTING FOR

PARALLELIZATION OVERHEADS, MINIMUM TASK ENERGY IS OBTAINED AT NEAR-

THRESHOLD SUPPLY VOLTAGES ACROSS SIX COMMERCIAL TECHNOLOGY NODES AND

PROVIDES A ROUGHLY 4� IMPROVEMENT IN OVERALL CMP ENERGY EFFICIENCY.

......Conventional voltage scaling has
slowed in recent years, limiting processor fre-
quency to meet power-density constraints.
Consequently, processor designs have added
more cores without significantly increasing
frequency, leading to a prevalence of chip
multiprocessors (CMP)1 in contemporary
commercial architectures. However, because
the number of cores has been increasing ge-
ometrically with each process node while
die area has remained fixed, the total chip
power has again started to increase, despite
relatively flat core frequencies. In practice,
the maximum allowable power dissipation
of a single die is constrained by thermal-
cooling limits. Hence, the consequence of
supply-voltage stagnation is a limit on the
number of cores that can be active simultane-
ously on a die and, thus, a limit on the at-
tainable performance of a modern CMP.

The problem of power-constrained core
underutilization has been observed recently
in the literature and is sometimes referred to
as dark silicon.2 As a result, the most recent
server-class CMPs incorporate extensive
power-gating methods to turn off idle cores

to free the thermal budget for active cores.3

Because modern CMP performance is now
limited by power and not die area, a paradigm
shift is needed in CMP design: cores are plen-
tiful, but power for them is not.

The most effective knob for reducing the en-
ergy consumption of a task running on a micro-
processor is lowering the operating voltage.4 In
tandem, processor frequency is reduced and
task-completion latency is increased. To address
this, parallelization can be used to counteract
lower clock frequencies and maintain latency.
In this approach, the task’s execution code is par-
allelized so that the task executes on multiple
cores in the CMPs, each operating at a lower fre-
quency and voltage, leading to the term dim sil-
icon.5 In this way, the completion time remains
the same as when the same task is executed seri-
ally on a single core at full voltage, while total en-
ergy for completing the task is reduced. This
reduction in energy consumption in turn allows
more tasks to be executed on the CMP, thereby
increasing overall CMP task throughput.

This combined voltage/parallelization ap-
proach is similar to the simpler circuit-based par-
allelization approach proposed previously,6
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which trades off energy for latency. The method
envisioned here insteadparallelizes the algorithm
and thereby maintains task latency while still
obtaining energy improvement.7 However, par-
allelization entails several overheads, which limit
the obtainable energy improvement from the
proposed approach. Hence, there exists a mini-
mum energy point, at which a task is optimally
parallelized and voltage scaling reaches its effi-
ciency limit.

In this article, we study this energy mini-
mum and its associated energy gains, core
operating voltage, and task parallelization.
Additionally, we study the impact of raising
the supply voltage, by boosting cores to over-
come serial portions of code, which reduces
overhead and allows for further parallelism.

Scaling limiters
Three key factors limit energy-efficient

scaling when a task is parallelized to maintain
constant latency: leakage, Amdahl overheads,
and architectural overheads. Each of these
limiters contributes to increased minimum
energy and raises the energy-efficient operat-
ing point, Vopt. In a system with boosting,
Amdahl overheads can be eliminated and
Vopt lowered. We analyze the three key limit-
ers in the following subsections.

Leakage
We will assume that a task can be perfectly

parallelized across cores to compensate for fre-
quency loss at a lower voltage and that the
only nonideality from running at a slower
clock frequency is transistor leakage. Reducing
the supply voltage initially increases energy ef-
ficiency of a computation quadratically, there-
by yielding dramatic energy-efficiency gains.8

In the past seven years, leakage energy has
been shown to pose a fundamental limiting
factor to energy-efficiency gains through volt-
age reduction.9,10 The required energy to
complete a task can be divided into two cate-
gories, dynamic and static. The classic relation-
ship between energy and operating voltage is:

Etotal ¼ Edynamic þ Estatic

¼ CV 2
DD þ IleakVDDTtask

Dynamic or active energy is the energy
consumed in charging and discharging the
transistor and interconnect capacitances

associated with the task being executed.
Static or leakage energy results from the al-
ways-present subthreshold and gate oxide
currents integrated over the time Ttask to
complete a task. Whereas dynamic energy
represents the energy needed to complete a
task, static energy is parasitic and only
poses an overhead on the computation. Al-
though leakage can be mitigated in standby
mode using techniques such as power gating
and body biasing, such mitigation is more
difficult to do in active mode. Hence, leakage
forms an unavoidable and fundamental limit
on energy efficiency.

Initially, when VDD is large relative to Vt,
frequency scales proportionately to VDD. As
VDD is further reduced and nears Vt, fre-
quency scales exponentially with VDD be-
cause the transistor is no longer fully
activated. Instead, the transistor drive current
comes from subthreshold leakage current,
which scales exponentially with the gate-to-
source voltage and, thus, exponentially with
VDD. As operating voltage is lowered, the
static energy increases, because the time to
complete a task scales inversely with clock
frequency. Eventually, at very low voltages,
static energy dominates over dynamic energy
(see Figure 1), as simulated in Cadence Spec-
tre with industrial transistor models. The ca-
nonical circuit topology was a chain of 31
fan-out of 4 inverters along with dummy de-
vices for realistic input and output slew rates.
We chose a logic activity factor of 15 percent
to emulate a core where 15 percent of the
logic gates switch on average per clock
cycle.11

The operating voltage where total energy
is minimized is called Vopt, and it occurs
when the derivatives with respect to VDD of
the two energies are equal: dEstatic=dVDD ¼
dEdynamic=dVDD.10 Beyond this point, static
energy increases more rapidly than dynamic
energy decreases, and the total energy
increases away from the energy minimum.
For a 32-nm node, Vopt, when considering
leakage overheads, is �300 mV or �100 mV
above Vt.

To fully compensate for a frequency loss
of X due to reduced voltage operation, a
task with k instructions must be parallelized
across X cores. If frequency were not com-
pensated for, the total execution time
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would increase proportionally to X � k. But,
because the task is parallelized, each of the X
cores runs k/X instructions, so the total exe-
cution time is X � (k/X ) ¼ k. Thus, no per-
formance is lost from parallelizing. Although
most scientific and high-performance appli-
cations have been parallelized to operate on
CMPs, it is not practical to recover a factor
of 100s or 1000s in frequency loss without
enormous parallelization overheads. There-
fore, Vopt, when considering optimization
overheads, will be at a higher voltage level,
which we will discuss in the next subsection.

Amdahl overheads
As discussed previously, scaling voltage is

essential in the CMPs to achieve maximum
computational performance for a fixed ther-
mal budget, because the number of simultane-
ous tasks that can fit in a thermal design
power (TDP) is directly proportionate to
the task’s energy efficiency. When scaling sup-
ply voltage for a latency-sensitive task, execut-
ing the task in parallel across more cores can
compensate for slower clock frequency.

For real applications, the process of subdi-
viding a task includes nonidealities, such as
serial portions of code, and thus incurs paral-
lelization overhead. Compensating a task of k
instructions for a frequency loss of X requires

X cores (each running k/X instructions) plus
m additional instructions of parallelization
overhead. These extra m instructions con-
sume additional energy, penalizing lower-
voltage operation, and thus increase Vopt.
Hence, parallelization overheads compound
the impact of leakage overheads, which limits
a latency-sensitive task’s voltage scalability.
By Amdahl’s law,12 speedups are bounded
asymptotically as parallelization increases be-
cause of serial portions of code. These over-
heads will be referred to as ‘‘Amdahl
overheads’’ and include only the impacts of
algorithmic parallelization.

We used the gem513 system simulator to
evaluate the impact of Amdahl overheads on
a network-on-a-chip (NoC) system. Addi-
tionally, we used the Splash-2 benchmark
suite, which is a set of highly parallelized sci-
entific algorithms. Each core is an Alpha ar-
chitecture with one instruction per cycle
running at 1 GHz. To separate Amdahl over-
heads from additional architectural nonideal-
ities, we simulated the system with infinite
interconnect bandwidth and an ideal mem-
ory with 1-cycle latency.

We fitted the Splash-2 benchmark speed-
ups to Amdahl’s law and applied the law to
the voltage-scaling calculations to obtain
Vopt when considering nonideal paralleliza-
tion. The benchmarks were parallelized to
fully compensate for frequency loss from
lower-voltage operation. Figure 2a shows
Vopt increasing in 32 nm because of Amdahl
overheads. Some Splash-2 benchmarks, such
as Barnes, have nearly ideal speedup, indicat-
ing very little parallelization penalty from
Amdahl overheads. Other benchmarks,
such as LUN, reach a speedup of only
10� with 64 cores, indicating a high per-
centage of serial code. These benchmarks
represent a range of parallelized scientific
workloads applicable to CMPs. When
Amdahl overheads are added, the Vopt oper-
ating range for most overheads is�25 mV to
�150 mV above the leakage-overheads-only
case. Although the serial coefficient is highly
application-dependent, the range of Vopt for
the benchmarks is small, varying by only
�150 mV. If the serial coefficient were 100
percent (that is, if none of the code were par-
allelizable), then nominal voltage would be
optimal.
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Figure 1. Total, static, and dynamic energy across VDD for a 32-nm process.

At very low voltages, static energy dominates over dynamic energy.
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If the serial code portion could be effi-
ciently detected in a parallelized algorithm,
then the system could operate between two
simultaneous voltage modes, depending on
whether an algorithm’s serial portion or a
parallel portion were running. In a system
equipped with voltage boosting,14-16 where
a single core’s operating voltage can be rap-
idly increased for high-performance single-
threaded operation, then the serial portion
can be quickly overcome, regaining parallel-
ism speedup and extending the number of
cores for which an algorithm can be further
parallelized. Recent work has shown that
cores can be boosted within approximately
9 ns, or roughly one cycle, when operating
at low-voltage clock frequencies.16 We mod-
eled this case, by assuming that the serial
code portion can be perfectly separated
from the parallel portion and that it is run
on a dedicated boosted core operating at
full voltage. Because frequency loss from
voltage scaling of a serial portion cannot,
by definition, be compensated by paralleliz-
ing, the serial code runs most efficiently at
full voltage. Similarly, the parallel portion
now runs most efficiently at the leakage-
only Vopt, because all serial portions have
been removed. Thus, Vopt’s dependence on
the Amdahl serial coefficient is flat in Fig-
ure 2. Of course, serial code cannot be per-
fectly separated from parallel code, and in a
real system nonidealities would increase

Vopt somewhere between the two ‘‘without
boosting’’ and ‘‘with boosting’’ extremes.

In 32 nm, energy gain by operating at Vopt

decreases from nearly 6� to 1� as the
Amdahl serial coefficient increases from 0 per-
cent to 100 percent (see Figure 2b). Without
boosting, energy gains decrease dramatically
as the Amdahl coefficient is increased and,
with a 15 percent coefficient, energy gain is
only 2�, or one-third of the ideal gain. Addi-
tional energy can be recovered by introducing
boosting, where at a 15 percent Amdahl coef-
ficient, the energy gain is 3.3�. At an
Amdahl coefficient of 50 percent, no energy
can be gained by parallelizing and operating
at Vopt without boosting, while boosting
can recover 63 percent more energy.

Architectural overheads
Architectural features, such as coherency,

intercore communications, and cache pollu-
tion, further add overhead to a CMP system
as voltage is reduced and a task is parallel-
ized. Furthermore, application memory
access patterns can affect overhead. For ex-
ample, a subtask competes for L2 cache
resources and can evict another subtask’s
data. Coherence overhead is added when
multiple subtasks share a single block of
data. Communication overhead is increased
when there is heavy communication between
distant cores on an NoC, because data must
transverse multiple hops.
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Figure 2. Examining the Amdahl overheads. Vopt versus Amdahl coefficient for all Splash-2 benchmarks (three labeled) in

32 nm (a). Energy gain by operating at Vopt versus Amdahl coefficient (b).
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To quantify architectural overheads, the
Splash-2 benchmarks were simulated with
gem5 as in the previous section, but the con-
figuration was changed to add nonideal
memories, caches, and interconnects. The
NoC simulations were run using a tiled
mesh topology in which each tile contains
a core, private L1 caches, and a slice of a
shared L2 cache. A MOESI directory proto-
col is used to maintain coherence. Table 1
lists the detailed simulation parameters.

Architectural overheads from memory
and interconnect nonidealities reduce the ob-
tainable speedup when parallelizing. These

nonidealities were added in the Vopt calcula-
tion when parallelizing, and the benchmarks
were again parallelized to fully compensate
for frequency loss. Like leakage and Amdahl
overheads, architectural overheads further in-
crease the minimum energy consumption
and Vopt, as shown in Figure 3.

Unlike with Amdahl overheads, we did not
assume architectural overheads could be per-
fectly separated into serial and parallel phases
and overcome through boosting. As a compar-
ison, Figure 3 includes the additional impact
of Amdahl overheads on Vopt for architectures
without boosting. Certain benchmarks are
highly parallelizable before caches and coher-
ency are introduced, while others have negligi-
ble architectural overheads. For example, the
OCN benchmark has almost no Amdahl over-
heads but significant architectural overheads.
In contrast, the LUN benchmark has little ar-
chitectural but significant Amdahl overheads.
Across the benchmarks shown, Vopt increases
by no more than 100 mV with boosting and
200 mV without boosting. Thus, architectural
overheads are another key limiter to voltage
scaling, increasing Vopt and the minimum ob-
tainable energy consumption when a task is
parallelized to compensate for frequency loss.

Impact of technology and circuit features
on NTC

The previous section discussed the three
key limiters of energy-efficient scaling. How-
ever, Vopt is also impacted by additional tech-
nology and circuit factors, including
technology node. We discussed additional
technology factors, such as transistor Vt and
process variation, in a previous article.7

Technology
In the previous section, Vopt was analyzed

at single 32-nm technology node. To identify
whether a voltage-scaling and parallelization
guideline is consistent across many technolo-
gies, we calculated Vopt for Splash-2 across six
industrial technologies when accounting for
all three voltage-scaling overheads, as shown
in Figure 4. Circuit simulations of energy
and performance were done in Cadence
Spectre using industrial foundry technology
kits from 32 nm to 180 nm.

The process node affects Vopt primarily
because technologies have become more
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Figure 3. Architectural and Amdahl overheads increase V opt by no more

than 100 mV with boosting and 200 mV without boosting. Leakage,

Amdahl overheads, and architectural overheads increase the minimum

energy consumption as well.

Table 1. Simulation parameters for measuring architectural

overheads.

Feature Description

Cores 1 to 64 one-IPC Alpha cores @ 1 GHz

L1 caches 32 Kbytes, 1-cycle latency, four-way associative, 64-byte

line size

L2 caches Shared 1 Mbyte divided evenly between cores, 10-cycle

latency, eight-way associative, 64-byte line size

Interconnect 128 bits, two-stage routers @ 2 GHz, 50-cycle access to

main memory
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leaky with each generation due to reduced
threshold voltage. Higher leakage increases
Vopt; however, the lower threshold voltage
will also improve the frequency degradation
with voltage scaling, which will reduce Vopt.
A key finding of this work is that, for most
benchmarks across the six technology
nodes, Vopt consistently tracks �200 mV to
�400 mV above the threshold voltage with-
out boosting and �100 mV to �200 mV
with boosting. We define this region above
the threshold voltage as the near-threshold

computing (NTC) region. Three bench-
marks—Barnes, FFT, and Water Spatial—
were close to ideally parallelizable and are
not contained in the NTC region. However,
most general-purpose, high-performance CMP
applications will have some degree of paral-
lelization overhead and thus lie in the NTC
region.

Figure 5 shows the median energy gains at
Vopt operation, with and without boosting,
and the optimal number of cores to parallelize
across to compensate for clock frequency loss,

180 nm 130 nm 90 nm 65 nm 40 nm 32 nm
0

0.5

1.0

1.5

Technology

Vo
lta

g
e 

(V
)

180 nm 130 nm 90 nm 65 nm 40 nm 32 nm
0

0.5

1.0

1.5

Technology

Vo
lta

g
e 

(V
)

Without boosting With boosting

Vt Vt

Vopt (with overheads)
Vopt (with overheads)

Vnom Vnom

Figure 4. Vopt across technologies when including all three overheads without boosting (left) and with boosting (right). Vopt

tracks �200 mV to �400 mV without boosting and lowers to �100 mV to �200 mV with boosting.

180 nm 130 nm 90 nm 65 nm 40 nm 32 nm
0×

1×

2×

3×

4×

5×

Technology
180 nm 130 nm 90 nm 65 nm 40 nm 32 nm

Technology

M
ed

ia
n 

en
er

g
y 

g
ai

n 
at

 V
op

t

Without boosting

0

10

20

30

40

50

60

70

80

M
ed

ia
n 

co
re

s 
at

 V
op

t (
N

op
t)

Without boosting

With boosting
With boosting

Figure 5. Median energy gains and optimal number of cores, Nopt, when operating at Vopt as compared to nominal voltage

for Splash-2 benchmarks. Achievable energy gains and Nopt decrease with smaller feature sizes.

.............................................................

SEPTEMBER/OCTOBER 2013 35



Nopt, for Splash-2 across technology nodes.
Energy gains have diminished by �1.8�
from 180 nm to 32 nm as leakage has
increased and the dynamic range available
for voltage scaling has narrowed from
180 nm to 32 nm. This difference is less dra-
matic with less-scalable benchmarks, because
the parallelism overheads are higher and
thus the amount of voltage scaling in older
technologies is limited.

In newer technology, the energy gains
from operating at Vopt without boosting in-
stead of at nominal voltage are �4�, and
Nopt has a median of �12, and no more
than 25, cores for Splash-2 in 32 nm without
boosting. With boosting, the energy gain in
32 nm is 4.5�, while the median number
of cores is �20 and no more than 25 cores.
However, gains by boosting are expected to
improve for benchmarks that are less paralle-
lizable, with an Amdahl coefficient above
10 percent, but with negligible architectural
overheads. This increased energy efficiency
directly increases CMP performance when
limited by a thermal budget. Thus, to maxi-
mize thermally limited CMP performance,
tasks should operate in the NTC region
and parallelize on no more than 25 cores
with and without boosting. The energy
gains and optimal amount of parallelism
has decreased with each generation.

W e have detailed the limits of voltage
scaling for latency-sensitive applica-

tions, when slower clock frequency is
compensated by parallelization across multi-
ple cores. As CMPs become limited by
thermal-cooling constraints, near-threshold
operation is needed to maximize the
computations for a fixed thermal design
power. However, many obstacles remain
before near-threshold designs can be fully
realized in commercial systems. Process
variation and supply-noise sensitivity can
be very high in the near-threshold region.
Increased clock skew and hold-time uncer-
tainty further inflate timing margins, limit-
ing clock frequency and achievable energy
gains. These effects, however, can be
mitigated through soft clocking and in-situ
error detection techniques.17 Additionally, a
fundamental challenge of boosting a core
between near-threshold and super-threshold

supply voltages is circuit scalability. For
example, fewer repeaters are required for an
on-chip interconnect in near-threshold than
in super-threshold design, because wire delay
becomes relatively faster compared to circuit
delay as VDD is reduced. Thus, design
optimizations to improve performance in
near-threshold may negatively affect super-
threshold performance. Developing techni-
ques to minimize super-threshold impact is
critical for realizing a high-performance
near-threshold system. M I CR O
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